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1 Introduction

There is an extensive use of Computer Vision (CV) in today's day of age, and the proliferation of
its use has advanced. CV is often used to substitute manual labour in organisations and enterprises.
One such interesting domain is Rescue Robots. Integrating CV into Search and Rescue missions

(SAR) facilitates their deployment in disaster relief and search operations (Flynn et al).

CV is made up of Neural Networks (NNs). NNs are capable of processing raw data to output
valuable information (“Computer Vision”). Datasets, which consist of labelled data, are fed into
these networks to facilitate the creation of scenarios. Numerous other factors influence the
prediction’s accuracy such as frameworks which the model is built upon. Each framework has
unique displayed behaviour when applied to varying datasets (Li and Luo). Consequently, a
framework that performs exceptionally well with a dataset might perform poorly with dataset. The
variability necessitates the development of multiple frameworks and versions (“Machine Learning

Frameworks”).

For instance, during the aftermath of the meltdown of nuclear reactors in the Fukushima Daiichi
Nuclear Powerplant (“Fukushima Daiichi Accident”). There was an urgent need for rescue robots
to (Westcott) assess the damage, search for survivors and conduct repairs. The site was also
experiencing harsh weather conditions such as heavy rain and strong winds. This made it hard for
the available robots to navigate or perform tasks as they were unable to navigate through dust,

weather and debris (Li et al.).



Due to the collection of environmental data through hardware such as cameras, there is little to no
validation of the data received which could help differentiate and eliminate visuals which can't be

interpreted by the model, thus raising a problem statement.

In the recent advances in Artificial Intelligence; (Al) You Only Look Once (YOLO), which is a
widely used framework and influential method for object detection (OD) has been brought to
significant attention, and is often used for Real-time object detection tasks. Redmon et al

introduced YOLO in 2015 since then, scholars have published updated iterations of the concept.

This investigation aims to examine algorithms YOLOV8, YOLOvV9 and YOLOv10. Recent
versions of YOLO frameworks such as YOLOvV10 released in May 2024 and YOLOV9 released in
February 2024 lack extensive documentation, particularly in comparison with YOLOvV8. Notably,
these three frameworks have yet to be compared against each other regarding the robustness of

their performance in varying weather conditions.

This investigation will conduct an extensive evaluation of the performances of frameworks;
YOLOvV8, YOLOV9 and YOLOvV10 evaluating these concerning the mean average precision,
recall, and precision. Therefore, the research question proposed is: “How do the real-time object
detection frameworks; YOLOv8, YOLOV9, and YOLOv10, comparatively perform in terms of
model efficiency in detecting various objects in adverse weather conditions? “Although this

investigation does not rely on multimodal data inputs nor videos as datasets, it emphasises the



detection of objects in images compromised by weather conditions— providing more insight into
object detection in still images. With the recognition that video data or multimodal datasets could
further enhance the quality of the research, the study aims to maintain simplicity while offering a

foundation for future development and research.

Though there have been numerous studies on CV there seems to be a lack of documentation with
regards to YOLOv10 and YOLOV9. A journal published in ISPRS examines the necessity of
specialised enhancements in object detection models for adverse weather conditions but there has
been a lack of specificity in the analysis of YOLO (Toma et al.). Similarly, another paper released
in 2019 shares a valuable understanding of how YOLO faces challenges in adverse weather
conditions and further suggests the use of multimodal approaches— this paper however lacks in-

depth research using the latest YOLO models (Wang et al.).

2 Background

In addition to this, it is recommended to hover through Appendix A and Appendix B to gain a

profound understanding of Neural networks and Convolutional neural networks.



Terminology Definition

Backbone Extracts crucial features from input dataset through the use of CNNs

Neck Connects the backbone to the head. Helps aggregate features provided by
backbone

Head Uses features extracted through the neck and backbone to make

predictions.

Convolutional Layer

Appliance of convolutional operations to input data to capture spatial

hierarchies in images by extracting features. (LeCun et al.)

Convolution

The mathematical operation is applied in convolutional layers to filter
data by sliding a kernel/filter across input aimed at producing a feature

map. (LeCun et al.)

Feature maps

Represents various features example, edges and textures. (LeCun,

Bengio, and Hinton)

Kernal size

Dimension of filter used in a convolutional layer expressed as height

multiplied by width. (LeCun et al.)

Channel count

Number of channels in an image or features (RGB or feature

representations). (Jain)

Post-Processing

Techniques applied after a model has done learning. ("References for

Papers")




Activation Function

Mathematical structures applied to a neural network’s output to introduce

non-linearity, helping the network to model complex patterns. (Jain)

Inference

Using a trained machine learning model to make predictions based on

new data. (Jain)

Inference cost

Computational resources are required to generate predictions for

inference. (Chollet)

Bottleneck

Series of layers where the dimensionality of feature representation is
reduced to compress the information or improve computational

efficiency. (Chollet)

Anchor free

Methods that don't rely on predefined anchor boxes, rather predicting

detection
object locations directly. (Tian et al.)
Lightweight model | A network designed to be resource-efficient. (Redmon and Farhadi)
Up-sample Process of increasing the spatial resolution of feature maps. (Odena et
al.)
Downsample Process of reducing spatial resolution of feature maps. (LeCun et al.)
Decoupling Separation of different aspects of processing to allow more efficient

architectural designs.

Spatial reduction

Decreasing spatial dimensions of feature maps. (LeCun et al.)

Pointwise
convolution

Convolutional operation with kernel (Redmon and Farhadi)




Cross-stage partial
connections

A technique where feature maps are partially propagated through

different stages of the network— enhances gradient flow. (Wang et al.)

Spatial Pyramid
Pooling Faster

Pools feature maps at multiple scales to improve OD. (Hirschfeld and

Ziemann)

Non-Maximum
Suppression (NMS)

Post-processing technique which eliminates redundant bounding box

predictions and selects the ones with high confidence.

Non-uniform Approach to OD where matching between predicted bounding boxes and
matching

ground truth boxes are adjusted dynamically or irregularly.
NUMS post- Post-processing technique which leverages non-uniform matching
processing

strategies during.

One-to-one head

Each anchor point is assigned a single object label, facilitating simpler

matching. (He et al.)

One-to-one
matching predictions

Predicted objects are matched with one ground truth object during

training. (Zhou et al.)

Auxiliary
framework

Additional components or branches are added to the main model to
support the learning process by supplying gradient information and

enhancing performance. (Szegedy et al.)

Gradient path
planning

A technique used to optimise the flow of gradients when

backpropagation occurs.




Transformer Model

Relies on self-attention mechanisms to process input in parallel.

Efficiently handles sequential data.

Vision transformer

NN architecture that uses transformer models.

Python SDK

Software development kit with a compilation of kits, documentation and

libraries.

Table 1: Important Definitions and Terminologies

You Only Look Once (YOLO) algorithm is a family of object detectors that have iterated

throughout the years since its initial release by Joseph Redmon in 2015 (Redmon et al.). Each

iteration advanced its predecessors by including a novel method. YOLO is notoriously known for

its ability to proceed with real-time object detection by dividing the input images into a grid matrix

and predicting the bounding boxes along with its class probabilities in parallel (Redmon et al.).
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Figure 1: Process of bounding box prediction; centered coordinate prediction; use of sigmoid function; use of the

location of the grid cell.




10

Compared to its predecessors YOLOVS includes a newer backbone that consists of a CSPDarknet
architecture (Touvron et al.) which holds 53 convolutional layers and as well as equips itself with
cross-stage partial connections, along with this, YOLOVS8 uses the SiLU activation function which
mitigates the vanishing gradient problem (Chen et al.). This intensifies information transmission
in deep neural networks. The C2f module combines features on a high level with context to
enhance detection accuracy. Spatial pyramid pooling faster (SPPF) (Simonyan and Zisserman) is

another module and the other convolutional layers process the features in variable scales.

In YOLOVS the head is detachable hence it handles classification, object scores and regression
work independently— due to this the overall accuracy is increased. Up sample (U) layers help
increase the resolution of provided feature maps. Convolutional layers are included in the head to
analyse these feature maps. Overall, the head is designed to optimise its speed and accuracy and

hence consideration is given to kernel sizes and channel count of each layer.

YOLOV8 uses anchor-free detection to speed up post-processing (Non-Maximum Suppression)
additionally YOLOVS also includes a newer convolutional layer aimed to detect features using
learnable filters. The input layers are detected in variable resolutions and sizes to allow the network

to be versatile (Fischer et al.).
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Predecessors of YOLOV8 had equipped a C3 convolutional layer which YOLOV8 replaces using

a C2f layer. The C2f layers help utilise all the bottlenecks. Splitting YOLOV8 achieves parallel

processing. Additionally, the kernel size has been increased in YOLOVS.
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In addition to these architectural features, YOLOV8 employs user accessibility by integrating
Python SDK and Command Line Interface (CLI) which further supports programmers to be able

to use this model (Ahmed et al.).

During bottleneck (Kingma and Ba) conditions, it can be especially hard for ML models to be able
to interpret data. Traditional methods of Masked modelling (Wang et al.) and reversible
architectures (Nijkamp et al.) had to be iterated due to their drawbacks. To address these issues
especially the bottleneck situation YOLOV9 has proposed Programmable gradient information
(PGI). PGI generates reliable gradient information for model network weight updates. Generalised
ELAN (Jiang et al.) (GELAN) simultaneously takes multiple parameters such as accuracy,
computational efficiency, and speed into account which allows this design to allow programmers
to make decisions upon choosing appropriate computational blocks for different devices. The
combination of PGI and GELAN gave rise to YOLOV9. YOLOV9 proposes that increasing the
model size accumulating more parameters and adding enhanced data transformers can help

information retainment— however, this does not address the issue completely.

The introduced auxiliary framework PGl is divided into three components. As shown in the figure
4. PGl is dependent on the main branch and hence it does not require inference costs, the remainder
is utilised to solve and precisely investigate important issues in learning methods. Auxiliary
reversible branch tries to deal with information bottleneck which occurs when the network is

deepened which will cause the loss function to be incapable of providing reliable gradients.
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Finally, multi-level auxiliary information handles error accumulation problems which are

generally caused due to deep supervision.

Main Bronch Auxiliary reversible branch multi-level auxiliary informotion|

Figure 4: Three divisions of PGI

GELAN is a new network architecture made from the combination of CSPNet (Ramesh et al.) and
ELAN (Jiang et al.) which are innately made with gradient path planning. YOLOv9’s GELAN
takes into consideration the weight of the model, inference speed, and accuracy. GELAN validates

PGI, especially in lightweight models.
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End-to-end object detection is a shift of methodology from the past where traditional pipelines
(Srivastava et al.) were used. Baidu’s RT-DETR (Raffel et al.) is used which is a vision transformer
architecture. Hungarian loss is also occupied by it to reach one-to-one matching predictions

(Viana) and hence it eliminates post-processing.

YOLOs rely on NUMS post-processing to allocate positive samples for each instance to leverage
TAL (Vaswani et al.) during training— this is detrimental to the model’s inference efficiency.
YOLOV10 provides an NMS-free training strategy through the use of dual labels and consistent

matching metrics ("YOLOv10 Documentation™).

As shown in Figure 6 the incorporation of one-to-one head is seen. The optimisation objective
remains the same as the original branch of one-to-many but this leverages to obtain label

assignments (Xu et al.).

Input Dual Label Assignments Consistent Motch. Metric
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Regression
- —>
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4

—_—
bockbone PAN

L
b e

one—to—one Head

Regression L5
= - _E —

Classificotion

Figure 6: Architecture of YOLOv10



15

The conjoining of two heads allows the backbone to have optimal supervision ("YOLOv10: An
Introduction™). While inference is employed to avoid inference cost, a one-to-many head is
discarded and a one-to-one head is used, which beats Hungarian matching by utilising lesser

training time (Xu et al.).

The final regression head takes the significance performance of YOLO compared to the
classification head. We can reduce the overhead of the classification head without hurting the
performance; therefore, a lightweight architecture is employed ("YOLOv10: Everything You Need

to Know").

YOLOs use standard convolution stride to achieve spatial downsampling and channel
transformation simultaneously. This raises computational costs and parameter counts. YOLOv10
decouples the spatial reduction and channel increase operations. Pointwise convolution is
leveraged to modulate the dimension of the channel and further utilize depthwise convolution to
achieve spatial downsampling. This maximises the information retained during downsampling as

well as computational cost (Xu et al.).

Rank-guided block design scheme decreases the complexity of redundant stages; essentially
making a compact model. Compact inverted block (CI1B) adopts depthwise convolution for spatial
mixing and pointwise convolutions. Rank-guided block allocation helps achieve maximum

efficiency while also maintaining good capacity (Xu et al.).



3 Methodology
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Figure 7: Flow chart of investigation to be proceeded

Roboflow is an online directory of CV model resources, including datasets. It allows the download

of these data sets through multiple version formats and these datasets can be easily integrated into

Google Colaboratory through the use of APIs. BDD100K is another larger dataset comprising

videos and still images of objects in adverse weather conditions. However, due to limitations in

hardware along with Roboflow's ease of integrating datasets into Google Colaboratory and its

service of cloud-based data storage, Roboflow was utilised for this investigation.
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The selected public dataset “O.D IN BAD WEATHER “("Object Detection in Bad Weather
Dataset™) contains images of labelled subjects including Bikes, Buses, Cars, Motors, Persons and
Riders. The dataset has innately been pre-processed using auto-orientation and resized to 640x640
pixels by its creator ("Foreign Object Aerodromes™). Furthermore, it is split into training (815

images) validation (218 images), and test (117 images) subsets.
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Figure 8: Visual view of the images compiled in the public dataset ("Object Detection in Bad Weather Dataset™)

The dataset is integrated from Roboflow by the following snippet:

lpip install roboflow

low import Roboflow

rf = Roboflow(api key="XXXXX")

project rf.workspace ("X3XX") .project ("XNHHX")
version = project.version (x)

dataset = version.download ("XX")

Figure 9: Integration of Roboflow API
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During training, the following parameters were kept constant across each framework:

Parameter Value
Epoch 25
Batch 16
img/imgz 640
Plots true

Table 2: Showcases the parameters and chosen value

The dataset used remained constant throughout the investigation, with only the dataset version
differing, which does not affect the final result; these variables act independently in this

investigation.

The dependent variables are the obtained results from each framework post-training. These results
are retrieved by visualising the trained models. The results are stored in the training results
directory in the workspace and the visualization is accomplished using rpython.display. These

raw results are then evaluated and compared against each other.
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All models were evaluated using post-training results which are accessible in each model’s results
directory. All the results were measured using a constant evaluation metric. The following metrics

were visualized:

1. Confusion Matrix

2. F1-Confidence Curve

3. Precision-Recall Curve

4. Precision-Confidence Curve

5. Recall-Confidence Curve

Additionally, overall model results were also visualized, including mean average precision (mAP),

losses in validation, test and training datasets, precision and recall.

True Positive (TP)
True Positive (TP) + False Positive (FP)

Precision =

[1]

True Positive (TP)
True Positive (TP) + False Negative (FN)

Recall =

[2]

Precision X Recall
F1 score =2 X [3]

Precision + Recall
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k .
T, AP

mAP = [4]

Precision helps evaluate the robustness of the object detached whereas recall indicates the model’s
ability to be able to detect instances of concern in the data input. The F1 score helps us measure
both precision and recall in a balanced manner. Finally, mAP helps compare the growth truth
bounding box and the bounding box detected by the model. The Confusion matrix summarizes
the performance of an ML model on a set data set and includes specifics such as classes also known

as the error matrix.

A confusion matrix is usually structured through the use of:

1. True Positive (TP): Number of instances where the model had correctly predicted the
positive classes

2. False Positive (FP): Number of instances where the model had incorrectly predicted
positive classes. (Predicted positive, but the real class was negative.)

3. True Negative (TN): The number of instances where the model had correctly predicted the
negative classes.

4. False Negative (FN): The number of instances where the model had incorrectly predicted

negative classes. (Predicted negative, but the real class value was positive.)
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Higher TP and TN values showcase the model’s performance as well subsequently higher FP

values suggest the model is making multiple mistakes.

3.4 Model Training

To proceed with training the frameworks; Cloud GPU provided by Google Colaboratory was

utilized due to GPU limitations. The following details specify the GPU used:

e e et +
| NVIDIA-SMI 535.104.05 Driver Version: 535.104.85 CUDA Version: 12.2 |
[ === m e e Hmmmmmmmmmmmmmmm—————aa Hmmmmmm e +
| GPU Name Persistence-M | Bus-Id Disp.A | Volatile Uncorr. ECC |
| Fan Temp Perf Pwr:Usage/Cap | Memory-Usage | GPU-Util Compute M. |
| | | MIG M. |
|=== == == == ===== == =+ == == ======+4==== == == ==|
| © Tesla T4 Off | ©0PEPLRR:00:04.0 OFF | o |
| NJ/A 47C P8 oW / 70w | OMiB / 1536@MiB | 0% Default |
| | | N/A |
I o meeemeeeaao e +

Figure 10 : details of GPU used for investigation

Each framework was run through constant parameters and visualised post-training.

3.4.1YOLOvVS

YOLOV8 was installed directly in the workspace using a pip function

'pip install ultralytics==8.

from IPython import display
display.clear output ()

import ultralytics
ultralytics.checks ()

Figure 11: Installation of YOLOVS

0.19¢
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Subsequently, the dataset was imported to the workspace using RoboFlow. The dataset version
used for this model was yolov8 and the training was conducted using the set parameters, as shown

in the code snippet below.

lyvolo task=detect mode=train model=vyolov8s.pt
data=/content/datasets/0.D-IN-BAD-WEATHER-1/data.yaml epochs=25 imgsz=640

m

batch=16 plots=True

Figure 12: Data training on YOLOvV8

Post the training, the model was visualised by outputting the training results.

Despite the similarities with YOLOv8 while initializing the training process, due to the recent
release of YOLOV9 it yet cannot be imported through a pip function, therefore the framework had

to be cloned from its official GitHub repository.

lgit clone https://github.com/SkalskiP/yolov9.git

!pip install -r requirements.txt -g

Figure 13: Installation of YOLOV9

Additionally, the YOLOvV9 model at the current stage cannot download the weights directly, so

they were manually downloaded from GitHub and stored separately in the workspace.
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# YOLOVY9 can not automatically downlocad the weights so they are manually
downloaded

'wget —-P {HOME}/weights —g
https://github.com/WongKinYiu/yolovS9/releases/download/v0.1/yvolovo—-c.pt
!'wget —-P {HOME}/weights —g
https://github.com/WongKinY¥iu/yolov9/releases/download/v0.1/yvolovo-e.pt
'wget —-P {HOME}/weights —g
https://github.com/WongKinYiu/yolov9/releases/download/v0.1l/gelan—c.pt
'wget -P {HOME}/weights -gq

https://github.com/WongKinYiu/yolovS9/releases/download/v0.1l/gelan-e.pt

Figure 14: Installation of YOLOV9 weights

The parameters were kept constant for YOLOVS, and the training results were extracted and

visualized post-training.

%cd {HOME}/yolov9

'python train.py \

--batch 16 --epochs 25 --img 640 --device 0 \
--data {dataset.location}/data.yaml \
--weights {HOME}/weights/gelan-c.pt \

—-—cfg models/detect/gelan-c.yaml \

—-hyp hyp.scratch-high.yaml

Figure 15: Data training on YOLOV9

3.4.3 YOLOv10

Similar to YOLOV9, the recent release of YOLOv10 means it cannot be downloaded using a pip
function and hence it was to be imported by cloning its GitHub repository.
lpip install -g git+https://github.com/THU-MIG/yolovl10.git

Figure 16: Installation of YOLOvV10
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Following this, the weights were manually downloaded and stored in the workspace separately.

'wget -P {HOME}/weights —-q
https://github.com/THU-MIG/yolovl0/releases/download/v1.1l/yolovlOn.pt
'wget -P {HOME}/weights -qgq
https://github.com/THU-MIG/yolovl0/releases/download/v1.1l/yolovl0Os.pt
'wget —-P {HOME}/weights —qg
https://github.com/THU-MIG/yolovl10/releases/downlecad/v1.1/yolovlOm.pt
'wget —-P {HOME}/weights —g
https://github.com/THU-MIG/yolovl0/releases/download/v1l.1l/yolovl1Ob.pt
'wget -P {HOME)}/weights —q
https://github.com/THU-MIG/yolovl0/releases/download/vl.1l/yolovlOx.pt
'wget -P {HOME)}/weights —-g
https://github.com/THU-MIG/yolovl0/releases/download/v1l.1l/yolovl10l.pt

Figure 17: Installation of YOLOv10 weights

The dataset was downloaded in the same manner similar to YOLOv9 and YOLOvV8. However,
the model version remained yolov9 due to the unavailability of a yolo10 data type version. This
change did not affect the performance. YOLOvV10 was trained using constant parameters and

visualized post-training results.

!volo task=detect mode=train epochs=25 batch=16 imgsz=640 plots=True \
model={HOME} /weights/yolovlOn.pt \
data=/content/datasets/0.D-IN-BAD-WEATHER-1/data.yaml

Figure 18: Data training on YOLOv10
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This study hypothesises that YOLOv10 will outperform the other models in precision, especially
for well-defined object classes like cars and motors. NMS-free strategy and dual-head architecture
employed by YOLO will aid this. However, YOLOv8 may have a higher recall because of its
CSPDarknet backbone and finally YOLOV9 will exhibit higher precision in detecting small or

occluded objects due to the introduction of PGI and GELAN.

4 Results and Analysis

Precision Recall mAP50
Class YOLOv8 [ YOLOv9 | YOLOvio [ YOLOv8 | YOLOv9 | YOLOvio | YOLOv8 | YOLOvS [ YOLOv10
All 0.677 0.475 0.658 0.263 0.377 0.192 0.286 0.378 0.203
Bike 0.603 0.334 1 0.04 0.12 0 0.7 0.115 0
Bus 0.523 0.424 0.418 0.425 0.525 0.275 0.412 0.469 0.288
Car 0.704 0.705 0.603 0.709 0.749 0.631 0.741 0.777 0.655
Motor 1 0.575 1 0 0.145 0 0.02 0.209 0.7
Person 0.498 0.454 0.301 0.261 0.355 0.198 0.285 0.348 0.171
Rider 1 0.372 1 0 0.211 0 0.081 0.286 0
Truck 0.414 0.461 0.288 0.403 0.532 0.242 0.369 0.445 0.203

Table 3: Comparison of YOLOvS, YOLOv9 and YOLOvI0'’s performances regarding Precision, Recall and mAP50
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Precision: YOLOV8 provides the highest Precision overall (0.677), compared to YOLOV9 (0.475)
and YOLOvV10 (0.658). YOLOV9 has the lowest overall precision, suggesting that it may produce
more false positives, lastly, YOLOV10 has slightly lower precision than YOLOv8 but higher than

YOLOVY, indicating YOLOv10 holding a balance.

Recall: YOLOv8 employs the lowest Recall (0.263) hence it misses more objects in the input;
This could be a significant drawback in addressing adverse weather conditions. YOLOV9 has a
higher Recall (0.377) than YOLOVS8 but still is behind YOLOV10, indicating a better ability to
detect in challenging environments. YOLOv10 has the highest recall (0.658), making it able to

detect most objects which is crucial in adverse weather.

MAP50: YOLOv8 shows a middle-group performance in mAP50 (0.286) but is however
outperformed by YOLOV9 (0.378), indicating YOLOV9 has better accuracy. Lastly, YOLOv10
has the lowest mAP (0.203), indicating that while it detects multiple objects, the accuracy of these

predictions is lower compared to YOLOV9 and YOLOVS.

—— bike
bus
—— car
—— motor
person
—— rider
truck
= all classes 0.21 at 0.135

Figure 19: Colour coding for object classes
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The image above showcases the colour assigned to each object class. The results graph each object

class result on each evaluation metric.
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Graph 1: Graphical Result of YOLOV8, YOLOV9 and YOLOv10 on F1-Confidence Curve

YOLOV9 stands out to be the most balanced model across all the classes, with a higher and more
stable F1 score over a range of confidence levels. YOLOv10’s tabular results reflect its generally
lower F1 scores. YOLOVS lastly, provides a more moderate performance, with less consistent F1
scores which makes this framework more consistent than YOLOv10 and less favourable compared

to YOLOVO9.
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4.2.2 Precision on Recall
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Graph 2: Graphical Result of YOLOv8, YOLOV9 and YOLOvV10 on Precision/Recall Curve

YOLOV9 exhibits its balance by offering the best trade-off between precision and recall across
most object classes consequently YOLOv10 shows strong precision for certain classes but tends
to lose precision rapidly as recall increases, particularly for smaller or more complex objects.
Lastly, YOLOVS is less consistent than YOLOv9 with a more significant drop in precision as recall
increases across several classes.

4.2.3 Precision on Confidence
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Graph 3: Graphical Result of YOLOvV8, YOLOV9 and YOLOv10 on Precision/Confidence Curve
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YOLOV9 is presented as the most balanced model, by showcasing consistent and dependable
accuracy thresholds for the majority of object classes. YOLOv10 achieves excellent precision but
with greater variability between classes; overall, its performance may be less consistent and more

class-dependent. Lastly, while YOLOV8 performs reasonably well, YOLOV9 often outperforms it,

particularly when it comes to consistency across various object classes.
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Graph 4: Graphical Result of YOLOV8, YOLOV9 and YOLOvV10 on Recall/Confidence Curve

YOLOV9 once again is exhibited to be the most balanced, by maintaining higher recall across a
range of confidence levels. YOLOv10 rapidly declines in recall as confidence increases, indicating

a strong preference for high precision at the expense of recall. YOLOvV8 generally struggles to

maintain recall as the confidence is increased especially compared against YOLOV9



4.2.5 Confusion Matrix

Confusion Matrix

& 1 1400
=
g 1 1 2 0 1200
8.
Fl g 800
£
T
£
. 1 1 ar & 0
i — 600
T
T
= a00
P
g 7 n a5 a7
- 200
o
2
2
g| 2 13 a7 ? 2e8 13 52
2
]
3 : -0
bike bus war mator person rider truck background
True
(o) YolLov8
Graph 5: Confusion Matrices of YOLOv8
Confusion Matrix
£ an 005 08
B
0.7
§ - w03 €0,
0.6
§ - 010 LE™ o a1
_ 0.5
2.
-
-
=
E H 0.4
- om o 03 032 614
i
—=0.3
g aos ool
-0.2
=
g- 017 o0 non
= =01
3
g [ 07
=
3
0 ' ' =00
bike bus car motor persan rider truck background
(b) YoLovd

Graph 6: Confusion Matrices of YOLOv8, YOLOv9 and YOLOv10

30



31

Confusion Matrix

bike

1000

800
1 3 R 238

800

car bus

Predicted
motor

persan

= 400

rider

=200

- | ) ) :
] -0

blke bus car matar person rider Lu_;r_k bac kground
True

ruck

background

(c) YoLovlo

Graph 7: Confusion Matrices of YOLOv8, YOLOvV9 and YOLOv10

YOLOV8 excels in predicting the class car but then showcases confusion with the background
class and often misclassifies the background as car. YOLOvV9 however improves this by offering
a more balanced performance with normalized data regardless it does struggle with
misclassification. Lastly, YOLOv10 outperforms the other models by maintaining overall
accuracy and not consuming background with other classes, making it the most effective of the

three of them.
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YOLOV8 has a high precision for classes such as Motor and Car and low precision for classes Bus
and Truck this can be because of the CSPDarknet backbone as it is optimized for well-designed
objects like cars and motors. Larger scale objects such as trucks could introduce challenges due to

variability of size especially when distorted by adverse weather conditions.

Furthermore, reliance on convolutional layers, which are effective for high-contrast features may
be the cause of low recall as high-contrast features are diminished by adverse conditions.
Additionally, YOLOVS8’s anchor-free detection can make the model less reliable regardless of

increasing the speed of detections.

The C2f model in YOLOv8 combines high-level features with context which can be effective in
environments which are high in contrast and clear. However, given a dataset with distortions for
this investigation, YOLOVS is unable to maintain a balance in mAPS50. It becomes low in classes

where these distortions are more pronounced.

The use of anchor-free detection may have caused YOLOvVS8 to struggle with objects whose
position and size vary unpredictably this directly contributes to the steep in the recall furthermore,
the confusion matrix showcases misclassification between objects and the background, especially
for Truck, this can be justified because of the use of CSPDarknet which is generally excellent for
extracting complex features and hence there is a chance that noise and other elements could have
confused the architecture to pick it up as well and in return why the model confuses objects such

as trucks with the background.
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YOLOV9 shows variability in precision-recall curves, and includes sharp declines in classes like
Bike and Person- though YOLOV9 can maintain high precision it struggles with recall, especially
in challenging detection scenarios. This is possible due to the introduction of PGI- which can

affect gradient stability and make the model more sensitive to confidence thresholds.

YOLOV9 exhibits more fluctuation in the precision/confidence curve, especially at lower
confidence levels— GELAN’s impact could have led to affect gesture aggregation, which may not
always provide constant gesture quality across different classes, in return, this could lead to the
precision and confidence variability. Similarly, the recall/confidence curve also showcases a
noticeable sharp drop in YOLOV9 in recall as confidence increases— This suggests the model is

cautious in its detections when operating under high confidence thresholds.

Achieving high true positive rates for Cars and trucks but also showing confusion in the
background category, particularly in bike and motor can be justified due to the model’s sensitivity
to background features whilst using GELAN- which aggregates features from different scales but
doesn't effectively separate foreground objects from the background. Higher cross-entropy losses
for these classes define the model’s struggle with class separability, particularly under the noise of

adverse conditions.

YOLOV10 exhibits a conservative precision-recall trade-off. This is evident in the sharp decline
of recall as precision increases— the NMS-free strategy employed can likely be the cause of this,

which optimizes precision by eliminating overlapping detections but this costs the recall.
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The weighting on precision may cause the model to prioritise certain high-confidence predictions
which can lead to a low recall, especially for objects that are harder to detect—for example, objects

smaller in size or covered by fog or adverse factors.

The dual head architecture could reason for the model’s high precision at higher confidence and
variability of precision at lower confidence— the model might over-prune detection from one-to-
many heads during inference. Consequently, the recall/confidence curve showcases the decline of
YOLOV10- this is because the model sacrifices recall to ensure higher precision. Decoupling of
spatial and channel operations may also contribute to this making the model less sensitive to details

which is necessary for detecting smaller objects.

The Confusion matrix suggests that YOLOv10 shows significant confusion in the background
particularly with smaller classes such as Person and Motor. YOLOV10 reduces post-processing
through NMS-free strategies this can contribute to filtering out lower confidence detection that
would otherwise be true positives. The higher rates of false positives specifically in the
background can be justified by the confidence-weighted prediction strategy where the model
focuses on precision during inference and could lead to overconfidence in background

misclassifications.
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5 Conclusion

From this investigation, it was interpreted that in the evolution of frameworks from YOLOVS to
YOLOV10, there is a trend towards refining precision and recall. YOLOV9 serves substantial
improvements compared to YOLOvV8 making it robust for a wide range of OD tasks, especially in
challenging environments. Technically, even though YOLOvV10 is more advanced, it does not
justify its performance. Given the evidence from the results, generally, YOLOV9 is suggested for
OD in bad weather due to its balance and reliability compared to other models used in this
investigation. However, in conclusion after the result analysis, the best model does not exist and
can only be generalised. To gain maximum benefit, it is recommended to consider the performance
of these frameworks to be case-dependent. YOLOV10 can be considered for specialized scenarios
such as situations where the need for high precision is required, high confidence environments and
specialised OD, similarly, YOLOv8 can be considered for lightweight applications and

environments with low complexity.

6 Further Scope

According to this investigation; resulted in a sequence of best-performing to least-performing
frameworks. There is scope to implement multiple framework models in a singular workspace
aimed at one task and leverage the importance of each model’s output to be case-dependent, similar

to how weights work in a neural network— this approach could help the rescue robot not be
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dependent on a singular framework rather multiple working frameworks which are enhanced in a

particular field such as precision.

7 Limitations and Challenges

The investigation would have been carried out to be more sophisticated perhaps if the dataset was
not too small. It is hard to generalise and train a model using a small dataset. The BDDK100 dataset
was not used to due poor computational power and hardware limitations. Furthermore, the usage
of other modes of data types such as videos and other multimodal options would have further
enhanced the integrity of this research but it was not proceeded with due to yet again limitations
of resources, hence the investigation improvised to providing investigation upon a smaller data set

with only still-images which gives rise for further studies in the future.

It took plentiful hours to find the dataset which matched this investigation's aim in addition to more
time spent playing around with Google Colaboratory and the framework implementation and

numerous inferences and model training to be done before this investigation.

The lack of proper documentation which YOLOv10 held made it immensely hard to be able to
understand the architecture of the model. However, through the use of official documents, the
GitHub repository and a few research journals this was made possible. Highlighting the extensive
time taken to evaluate each research before referencing through their acceptance in terms of peer

review and citations.
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9 Appendices

Terminology Definition
Multimodal Integration of multiple data types.
Grid Matrix Division of an image into separate grid cells.

Bounding boxes Boxes which are used to localize and locate objects in an image are defined
by coordinates.

Deep Neural Neural network with multiple hidden layers between input and output.
Networks

Computation Process of performing calculations through technology

Information The ability of a NN to retain information to utilize later

retainment

Cloud-based data | Storing data on remote servers which are accessed via the internet
storage

API keys Identifiers which are used to authenticate access to a program

Table 1: Additional basic terminology

A neuron contains data and each neuron contains different activation values in essence the
activation value decides upon the significance of the neuron (Sanderson). The more significant a
neuron it is likely to increase significance of the neuron subsequently to the neuron forward, the

less significant the neuron is cancelled out. Assigning weights to neuron connections between
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layers helps classify and manually tweak the significance of each neuron to be specific about

results (Sanderson).

wia, + wya, + wias +...+wua, [1]

The above equation describes the addition of weight (Sanderson). The weighted sum would give
the specific feature which is looked up for. Each neuron consists of biases which is a scalar value
added to the weighted sum before passing the result through an activation function which is used

to adjust the output of each neuron along with the weighted inputs.

9.2.2 Convolutional Neural Networks (CNNSs)

Computer vision involves the computer interpreting stimuli from its environment-- to achieve this
a CNN is used. CNN helps interpret visual data on a sophisticated basis. There are multiple ways

to interpret data such as; Object recognition, detection or segmentation.

Classification Clossificotion & Localization Multiple Detection

Figure 1: Classification, Localization and Segmentation Visualization

CNN is implemented through the use of " blocks ™ of convolution, it is essential to define

Kernels/filters as wanted to be able to feature extract effectively (Hinton et al.). Kernels and Filters
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describe small matrices used for convolutional operations. They help detect specific features in

input data.

qi = f(bf + XIZgwij x x5 +J) [1]
l _f b +Zd1 d, Wx(i+k)(j+m) 2

qij = T \Pij T Zik=0 Zm=0 W(i+k)(j+m) [2]

Equation [1] The equation calculates the output qu of a neuron by applying intended activation f
to the weighted sum of its inputs plus the bias, with an additional term j included. qf]- represents
the output of a neuron i in layer [. biﬁ. represents the bias which has been added to the weighted

sum of inputs. Equation [2] describes a neuron in a CNN where the output is calculated by applying
the activation function to the sum of weighted inputs like [1] but over a local receptive field. The
double summation reflects the process of convolving a filter across the input space to compute the

neuron’s output.

The output undergoes pooling to aggregate an emphasis on key features, achieved by reducing the
spatial dimensions. Various pooling techniques are available such as average pooling, sum

pooling, and max pooling (Karn).

...." ...." |||““““‘|| ...."

Input Convolutional Layers Pooling Layers Fully—Connected Loyers

output

Figure 2: General structure of a CNN
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(Liu et al.) Single-stage detectors identify objects in a single pass and hence remove the necessity
for a separate region proposal step (like R-CNN). By employing multiple convolutional feature
maps and varying scales for bounding box predictions, these detectors can effectively identify
objects of different sizes and shapes in a single forward pass. Examples of single-shot detectors

include the YOLO framework (Devlin et al.)

Localisotion
Clossificotion

Input Bockbone Neck

Figure 3: Abstract architecture of a single-stage object detector



9.3 Appendix D: Investigation Code

Training YOLOV8

GPU access verification

Invidia-smi

Tue Aug 6 15:47:43 2024

2.2

| 6eu  Name persistence-M | Bus-1d Disp.A | volatile uncor

| Fan Temp Perf Pwr:Usage/Cap | Memory-Usage | GPU-Util Comp

] o vtesiarTa 0ff | 200RCRRR:RR:04.0 OFf |

| a8 arc P8 oW/ Tew | enis / 1536aMi8 | o% 0

| processes:

| ePu 61 cC1 PID  Type Process name GPU
Memory |

b 10 Usag
e |

import os

HOME = os.getcwd()

print (HOME)
/content

Instaliation of YOLOV8 ( pip }

Ipip install ultralytics==8.9.196

from IPython import display
display.clear_output()

import ultralytics
ultralytics.checks()
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Ultralytics YOLOVE.B.198 " Python-3.18.12 torch-2.3.14cul21 CUDA:® (Tesla T4, 1
S18ZMIB)
Setup complete B (2 CPUs, 12.7 GB RAM, 33.6/7B.2 GB disk)

from ultralytics import YOLO

from IPython.display import display, Image

Datazet Upload

Imkedir {HOME}/datasets
#cd {HOME)}/datasets

Joontent fdatasets

Ipip install roboflow

from roboflow import Roboflow

rf = Roboflow(apl_key="jPCXLMBZIU13TMRBekIF")

project = rf.workspace("forelgnobjectaerodromes™).project(o.d-1n-bad-weather”}
version = project.version(i})

dataset = version.download("yolovd")

Collecting roboflow

pownloading roboflow-1.1.37-py3-none-any.whl.metadata (9.4 k8)
Requirement already satisfied: certifi in fusr/local/lib/pythond. 18/dist-packages
(from roboflow) (2824.7.4)
Collecting chardet==4.8.8 (from roboflow)

Downloading chardet-4.8.0-py2.py3-none-any.whl.metadata (3.5 k8)
Requirement already satisfied: idna==3.7 in fusr/locals/lib/pythond.18/dist-packag
es {from roboflow) (3.7)
Requirement already satisfied: cycler in fusr/local/lib/pythond, 18/dist-packages
(frem roboflow) (@.12.1)
Reguirement already satisfied: kiwisolver:=1.3.1 in fusr/local/lib/python3.18/dis
t=packages (from roboflow) (1.4.5)
Requirement already satisfied: matplotlib in Jusr/local/lib/pythond.1é/dist-packa
ges {from roboflow) (3.7.1)
Requirement already satisfied: numpy»=1.18.5 in Sfusr/local/1ibfpythond.18/dist-pa
ckages (from roboflow) (1.26.4)
Reguirement already satisfied: opencv-python-headless==4.18.8.84 in fusr/local/1i
b/ pythond. le/dist-packages (from roboflow) (4.18.0.84)
Regquirement already satisfied: Pillow»=7.1.2 in fusr/local/lib/python3.18/dist-pa
ckages (from roboflow) (9.4.8)
Reguirement already satisfied: python-dateutil in fuser/local/lib/python3.18/dist-
packages (from roboflow) (2.8.2})
collecting python-dotenv (from roboflow)

Downloading python_dotenv-1.8.1-pyd-nong-any . whl.metadata (23 kB}
Reguirement already satisfied: reguests in fusr/lecal/libfpython3.18/dist-package
s (from roboflow) (2.31.8)
Requirament already satisfled: six In fuse/local/lib/pytheni.l8/dist-packages (fr
om raboflow) (1.16.8)
Reguirement already satisfied: urllib3»=1.26.6 in fusr/local/lib/python3.18/dist-
packages (from roboflow) (2.8.7})
Requirement already satisfied: tgdms=d4.41.@ in fusr/localflib/python3.18/dist-pac
kages (from roboflow) (4.66.4)
Regquirement already satisfied: Py¥aML»=5.3.1 in fusrflocal/lib/python3.18/dist-pa
ckages (from roboflow) (6.8.1)
Collecting requests-toolbelt (from roboflow)

Downloading requests_toolbelt-1.8.8-py2.py3-none-any.whl.metadata (14 kB)
Collecting filetype (from roboflow)

Downloading Flletype-1.2.0-pyl.py3-none-any .whl.setadata (6.5 kB)
Requirement already satisfied: contourpy»=1.8.1 in Jfusr/local/lib/pythond.lé/dist
=packages (from matplotlib-sroboflow) (1.2.1)
Requirement already satisfied: fonttools»=4.22.8 in fusr/local/lib/pythond.id/dis
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t-packages (from matplotlib-sroboflow) (4.53.1)
Requirement already satisfled: packagings=20.8 in fusr/local/lib/pythond. 18/dist-
packages (from matplotlib->roboflow) (24.1)
Reguirement already satisfied: pyparsing»=2.3.1 in Jusr/lecal/lib/pythond.ié/dist
-packages (from matplotlib->roboflow) (3.1.2)
Reguirement already satisfied: charset-normalizercd,»=2 in fuse/local/lib/python
3.18/dist-packages (from requests->roboflew) (3.3.2)
Downloading roboflow-1.1.37-py3-none-any .whl (76 kB)
T6.9/76.9 kB 3.9 MB/Ss eta 20008
Downloading chardet-4.8.8-py2.py3-none-any.whl (178 kB)
178.7/178.7 kB 11.%9 MB/s eta @:08:89
Downloading filetype-1.2.8-py2.py3-none-any.whl (19 kB})
bownloading python_dotemv-1.8.1-py3-none-any .whl (19 kB)
pownloading requests_toolbelt-1.8.8-py2.py3-none-any.whl {58 kB)
54.5/54.5 kB 4.5 MBfs eta @:0d:80
Installing collected packages: filetype, python-dotenw, chardet, reguests-toolbel
t, roboflow

Attempting wninstall: chardet

Found existing installation: chardet 5.2.8
uninstalling chardet-5.2.8:
successfully uninstalled chardet-5.2.8

Successfully installed chardet-4.9.0 filetype-i.2.8 python-dotenv-1.8.1 requests-
toolbelt-1.8.8 roboflow-1.1.37
loading Roboflow workspace...
loading Roboflow project...
Gownloading Dataset Version Zip in 0.0-IN-BAD-WEATHER-1 to yolove:: loek| [
Bl 75164/75164 [0B:01:00:08, 42404 BBit/s]

Extracting Dataset Version Zip to 0.0-IN-BAD-wEaTHER-1 in yolova:: 1004 NEE
Bl z:12/2312 [ee:epcoa:0m, 4936.68it/s]

Training with Dataset

%cd {HOME}

lyolo task=detect mode=train model=yolovls.pt data=/content/datasets/0.D-IN-BAD
4 I L]

Jcontent

New https://pypl.org/project/ultralytics/8.2.74 available & Update with "pip in
stall -U ultralytics®

Mtralytics YOLOVE.8.198 &7 Python-3.18,12 torch-2.3, 1+cul2l CUDA:® (Tesla Ta, 1
S10ZMiB )

engine/trainer: task=detect, mode=train, model=yolovis.pt, data=/content/dataset
5,/0.0-IN-BAD-WEATHER-1/data. yaml, epochs=25%, patience=5&, batch=16, imgsz=548, sa
vesTrue, save_perlod=-1, cachesFalse, deviceshone, workers=8, projects=None, names=
Mone, exist_ok=False, pretrained=True, optimizer=auto, verbose=True, seed=8, dete
rmlnisticeTrue, single_cls=False, rect=False, cos_lr=False, close_mosalc=18, resu
me=False, amp=True, fraction=1.8, profile=False, freeze=None, overlap_mask=True,
mask_ratio=4, dropout=0.8, val=True, split=val, save_json=False, save_hybrid=Fals
e, conf=None, iou=8.7, max_det=308, half=False, dnn=False, plots=True, source=hon
e, showsFalse, save twt=False, save conf=False, save_crops=False, show_labels=Tru
e, show_conf=True, vid stride=1i, stream_buffer=False, line width=hone, visuallze=
False, augment=False, agnostic_nms=False, classes=None, retina_masks=False, boxes
=True, format=torchscript, keras=False, optimize=fFalse, intB=false. dynamic=Fals
e, simplify=False, opset=None, workspace=4, nms=False, lrd=8.81, 1rf=0.81, soment
ume=R. 937, welght_decaye@, 0085, warsup epochs=3.8, warnup somentums®. 8, warsup_bla
5_lr=8.1, box=7.5, cls=8.5, dfl=1.5, pose=12.8, kobj=1.8, label_ smoothing=8.8, nb
s=64, hsv_h=0.015, hsv_s«0.7, hsv_v=0.4, degrees=0.8, translate=d.1, scale=0.5, s
hear=0.8, perspective=0.8, flipud=8.8, fliplr=8.5, mosaic=1.8, mixup=0.8, copy_pa
stes=B.8, cfg=Mone, tracker=botsort.yaml, save_dirsruns/detect/traind

Downloading https:/f/ultralytics.comfassets/arial.ttf to "froot/.config/Ultralytic
siarial, vif ...

188% 755k/755k [BB:eece8:ee, 21.4M8/s]

2934-08-86 15:51:53.810289: E external/local xlafxlafstream_executor/cuda/cuda_ff

t.cc:d85] Unable to reglster cufFT factory: Attempting te reglster factory for pl
wain cuFET when nne has alrsade heen resisraresd
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Overriding madel.yaml nc=8& with nc=7

e

—a— -
2024-88-86 15:51:53.2

49

44881: E external/local_xla/xla/stream_executor/cudas/cuda_dn
n.cc:B454] Unable to register cuDMM factory: Attempting to register factory for p
Jugin cubhd when one has already been registered
2824-08-06 15:51:53.311034: E external/local_xlafxlafstream_executor/cuda,cuda_bl
as.cc:1452] Unable to register cuBLAS factory: Attempting to reglster factory for
plugin cuBLAS when one has already been registered

from n

arguments

@ -1 1
[3, 32, 3, 2]

1 =1 1
[32, 64, 3, 2]

3 -1 01
[64, 64, 1, True]

3 -1 01
[&4, 128, 3, 2]

4 -1 2
[128, 128, 2, True]

5 -1 01
[128, 256, 3, 2]

[ -1 2
[i56, 256, 2, True]

7 -1 01
[156, s12, 3, 2]

8 -1 1
[512, 513, 1, True]

9 -1 01
[512, 512, 5]

18 -1 1
[Mone, 2, 'nearest’]

11 [-1, 8] 1
[1]

i =1 1
[76B, 256, 1]

i3 -1 01
[Mone, 2, 'nearest”]

14 [-1, 4] 1
[1]

is =1 1
[3Ba, 128, 1]

1é -1 1
[128, 128, 3, 2]

17 [-1, 12] 1
[1]

1% -1 01
[3Ba, 256, 1]

1% -1 1
[256, 256, 3, 2]

8 [-1, 9] 1
[1]

21 -1 01
[7e8, 512, 1]

22 [15, 1B, 21] 1

[7, [128, i%&, 512]1]

params
928
18568
25856
1084
187632
205424
TERARG
1188672
1838088

656896

148224
147712
4]
493858
508334
]
1969152

Z11B757

madule

ultralytics.

ultralytics

ultralytics

ultralyties,
ultralytics.

ultralytics.

ultralytics

ultralytics

ultralytics.

nn

oI

mn

cmodules.
~madules.
cmodules.
csodules.
madules.
madules.
~madules.
.madules.

madules.

conv . Conv
conv.Cony
block.C3f
canv.Cany
block.C2f
conv.Cany
block.C2f
conv .Conv

block.C2f

ultralytics.nn.modules.block. SPPF

torch.nn. medules.upsanpling. Upsample

ultralytics.nn.modules. conv.Concat

ultralytics.nn.madules.block.C2F

torch.nn.modules.upsanpling. Upsample

ultralytics.nn.modules.
ultralytics.on.madules.
ultralytics.nn. modules,
ultealytics.nn. modules,
ultralytics.nn madules.
ultralytics.nn modules.
ultralytics.nn.modules.
ultralytics.nn.modules.

ultralytics.nn.modules.

conv.Concat
block.CiF
conv . Cony
cony . Concat
block . C2F
cany . Conv
conv . Concat
block.C2F

head . Detect

Mopdel summary: 225 layers, 11138389 parameters, 11138293 gradients, 28.7 GFLOPs

Transferred 3497355 items from pretrained weights
TensorBoard: Start with "tensorboard --logdir runsfdetect/tralnl’, view at htt

p:/fflocalhost: eddn/

Freezing layer "model.22 dfl.conv.welpht'
AMP: running Aautomatic Mixed Precislon {aMP) checks with YOLOvEn...

Downloading hreps://github.com/ultralytics/assets/releases/downlosd /vd. 0.0/ yolove
n.pt to 'yolovBn.pt®...
168 6.23M/6.23M [BO:0Bc0E:08, 13ISME 5]
WARNING 4 WMS time 1imit 8.888c pxcooded



AMP: checks passed B
train: Scanning fcontent/datasets/0.0-IN-BAD-WEATHER-1/train/labels... B15 image
s, 5 backgrounds, 8 corrupt: 186X B15/B15 [B0:08:00:08, 2877.86it/s]
train: Mew cache created: fcontent/datasets/0.D-IN-BAD-WEATHER-1/train/labels.cac
ha
INFO:albumentations.check_wversion:A new version of Albumentations is available:
1.4.13 (you have 1.4.12). Upgrade using: pip install -U albumentations. To disabl
e automatic update checks, set the envircnment wardable WO ALBUMENTATIONS UPDATE
ta 1.
Jusrflocal /1ib/python3. 18/dist - packages/albumentations/core/composition. py:16i: U
serWarning: Got processor for bboxes, but no transform to process it.
self._set_keys{)
albumentations: Blur(p=8.81, blur_limit=(3, 7)), MedianBlur(p=8.81, blur_limit=
{3, 7)), ToGray{p=.81), CLAME(p=0.81, clip limit=(1, 4.8), tile_grid_size=(3,
a3l
fuse/libfpythond 18/ /multiprocessing/popen_fork.py:66: RuntlseWarning: os.fork() w
as called. os.fork() 1s incompatible with multithreaded code, and 28X is multithr
eaded, 2o thiz will likely lead to & deadlack.
self.pld = os.fork(]
wval: Scannimg /comtent/datasets/0.D-IN-BAD-WEATHER-1/valid/labels... 218 images,
2 backgrounds, @ corrupt: 100% 218/118 [00:80.00:00, 1589.12it/s]
wal: New cache created: fcontent/datasets/O.D-IN-BAD-WEATHER-1/valid/labele.cache
Plotting labels to runs/detect/traind/labels.jpg...
optinizer: "optimizer=auto' found, ipnoring "lr@=8.61° and "momenrtum=@.937' and d
etermining best 'optimizer', 'lr@" and "momentum’ automatically...
optindzer: Adask(lr=8.888989, momentum=8.9) with paraseter groups 57 weight{decay
=8.8), &4 weight{decay=8.8805), 63 blas{decay=8.8)
Image sizes 648 train, od8 val
Using & dataleoader workers
Logging results to runs/detect/train3
Starting tralnlng for 3% epochs...

Epoch GPU_mes  box_less  els_less  dfl_loss Instances Size
1425 4,346 1.577 2.238 1.27% 282 G4&: 18
2% 51,51 [B@:35:B@:88, 1.45it/z]
Class Images Instances Box(P R MAPSE  mA
PSA-95): 188% 7/7 [00:@d:@8:88, 1.74it/s]
all 218 2666 B.696 2.169 8.16%
[ el
Epoch GPU_mem  box_loss cls_loss  dfl_loss Instances Size
2425 A, 266 1.444 1.273 1.283 239 Bdd: 18
2% 51,51 [B8:19<P@:00, 2.63it/s]
Class Images Instances Box (P ] MAPSE  mh
P5@-95): 188% 7/7 [ee:@3<08:88, 2.92it/s]
all b TRER A_Aia #.1R6 A 1dd
2.8758
Epoch GPU_mem  box_loss cls_less dfl_loss Instances Size
3428 4,236 1.483 1.297 1,241 249 G40 18
ek 51/51 [e@:2l«e:0e, 2.431t/s]
Class Images Instances Box(P R MAPSS  mA
P50-95): 108K 7/7 [00:0zc0e:00, 2.43it/s]
all & ik [N B.1%4 a.144
8.8781
Epoch GPU_mem  box_loss  cls_loss  dfl_loss Instances Size
4525 4.29G 1.511 1.267 1.239 1549 Gad: 18
of 51751 [08:19:00:08, . ealv/c]
class Images Instances Box(P R MAPSE  mA
PS@-95): 108k 7/7 [e0:02:00:88, 2.50it/:]
all 218 2666 B.626 @162 a.15%
@.e888
Epoch GPU_mea  box_less  cls_loss  dfl_loss Instances Size
5425 A, 140G 1.443 1.184 1.193 194 G48: 18

8% 51/51 [0B:28:00:088, 2.54it/c]
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Class Images Instances
P50-95): 100X 7/7 [00:04<00:00, 1.68it/s)
all 218 2666
0.8%61
Epoch GPU_men  box_loss cls_loss
6/25 4.316 1.427 1.161
eX 51/51 [@0:19¢00:80, 2.56it/s]
class Images Instances
P58-95): 108X 7/7 [ea:02<00:88, 2.50it/s]
all 218 2666
8.1
Epoch GPU_mem  box_loss cls_loss
7/25 4.236 1.412 1.126
% 51/51 [0@:19<@0:808, 2.64it/s]
Class Images Instances
P50-95): 108X 7/7 [e0:04<p0:e@, 1.49it/s]
all 218 2666
0.11
Epoch GPU_mem  box_loss cls_loss
8/25 4.246 1.379 1.082
o% 51/51 [00:19¢00:00, 2.57it/s]
Class Images Instances
P50-95): 100X 7/7 [09:02¢00:00, 2.48it/s)
all 218 2666
0.12
Epoch GPU_mem box_loss cls_loss
9/25 4.316 1.376 1.846
o 51/51 [00:19<00:00, 2.58it/s)
Class Images Instances
P5@-95): 100X 7/7 [00:04<00:00, 1.74it/s)
all 218 2666
.12
Epoch GPU_mem  box_loss cls_loss
10/25 4.276 1.354 1.023
% 51/51 [8@:19<@@:00, 2.57it/s]
class Images Instances
P59-95): 100X 7/7 [00:02<8@:08, 2.38it/s]
all 218 2666
8.13
Epoch GPU_mem  box_loss cls_loss
11/25 4.47G6 1.357 1.021
e% 51/51 [P@:20<00:80, 2.54it/s]
Class Images Instances
P59-95): 100X 7/7 [00:02¢00:08, 2.44it/s]
all 218 2664
0.132
Epoch GPU_mem  box_loss cls_loss
12/2% 4,246 1,318 @.9773
o% 51/51 [00:21<00:00, 2.38it/s]
Class Images Instances
P50-95): 100X 7/7 [00:03<00:00, 2.02it/s]
all 218 2666
0.133
Epoch GPU_mem  box_loss cls_loss
13/28 4.216 1.309 6.9812
O% 51/51 [00:19<00:00, 2.57it/<]
class Images Instances
P50-95): 100X 7/7 [00:02<00:00, 2.44it/s]
all 218 2666

Box(P
8.654
dfl_loss
1.196
Box(P
8.665
dfl_loss
1.198
Box(P
ERCES
dfl_loss
1.17
Box(P
6.721
dfl_loss
1.169
Box(P
8.671
dfl_loss
1.165
Box(P
8.714
dfl_loss
1.1%9
Box(P

A 714
dfl_loss
1.137
Box(P
a.703
dfl_loss
1.139
Box(P

8.759

R

8.176
Instances
2n

R

@8.165
Instances
226

R

a.214
Instances
186

R

@.201
Instances
323

R

8.215
Instances
285

R

8.225
Instances
292

R

a.2%8
Instances
218

R

8,228
Instances
316

R

8.225

9.237

Size
640:

a.2%2

Size
648:

18

HS (]

18

10

pLJ

10

16
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8.145
Epoch GPU_mes  box_loss cls_loss dfl_loss Instances Size
14,25 4.386 1.28 @.9235 1.119 163 G448 18
8% 51751 [e8:21c00:08, 2.42it/g]
class Images Instances Box{F R mAPSE  mA
PS@-95): 108k 7/7 [00:0sc00:88, 1.67itfs)
all 218 2666 a.777 B.226 a.261
f.148
Epoch GPU_mem  box_loss e¢ls_less dfl_loss Instances Size
15725 4,256 1,269 8.9259 1.114 232 a8 18
2% 51/51 [EE:19<M:E@, 2.5411:.-"5]
Class Images Instances Box(P ] MAPSE  mA
PS-05): 186X 7/7 [0a:92:08:88, 2.44it/s]
all 218 2666 B.725 2,23 B.24
2.13%

Closing dataloader mosalc
Susrflocal/lib/python3.18,/dist-packages,/albumentations/ core/composition. py:161: U
serWarning: Got processor for bboxes, but no transform to process it.
self._set_keys{)
albumentations: Blur(p=8.81, blur_lisit=(3, 7)), MedianBlur(p=8.81, blur_limsit=
(3, 71}, ToGray{p=8.281), CLAME(p=8.81, clip_limit={1, 4.8), tile_grid size={3,
aj)
Jugeflib/pythond . 18/ multlprocessing/ popen_fork.py:66: Runtleedarning: os.fork() w
as called. os.fork() 1s incompatible with multithreaded code, and 18X is multithe
eaded, so this will likely lead to a deadlock.
self.pid = os.fork(]

Epoch GPU_mem  box_loss e¢ls_less dfl_loss Instances Size
16/25 4,236 1.314 g.983 1.123 1E8 G48: 18
8% 51/51 [@@:29:08:88, 1.75it/s]
Class Imagas Instances Box(P R MAPSE  mA
P5@-95): 108X 7/7 [@e:ez«Pe:@e, 2.59itss]
all 18 1666 8.696 @, 264 B.232
8.133
Epoch GPU_mem  box_loss «¢ls_less dfl_loss Instances Size
17725 4,266 1,189 2. 8594 i.112 i3 G 18
8% 51/51 [e@:18<B@:88, 2.72it/s]
Class Images Instances Box(P R mAPSE  mA
P5e-95): 100K 7/7 [e0:ez«00:88, 2.76it/s]
all Fit.3 IR [ WL [0 14 a4y
8.138
Epoch GPU_mes  box_loss cls loss  dfl loss Instances size
18725 4,236 1,258 B.8262 1.183 18 Gdfe: 16
2% 51/51 [e\8:18¢<00:00, 2.73it/s]
Class Images Instances Box (P R mAPSE  mA
PSA-95): 18aX 7/7 [00:03<00:08, 2.1Bit/s]
all 218 1666 6.75 B.254 B.28
2.161
Epach GPU_mea  box_loss  c¢ls_loss dfl_loss Instances Size
19/25 4,246 1,262 @.8251 1. 186 172 G448 18
ek 51/51 [ee:is<ep:00, 2.83it/5]
Class Images Instances Box(P R MAPSE  mA
P5-05): 188X 7/7 [00:04:08:88, 1.74it/s]
all 218 2666 B.782 B.232 9.271
2.153
Epoch GPU_mem  box_loss  ¢ls_loss  dfl_loss Instances Size
20/25 4,236 1.232 B.7854 1.088 192 648: 18
% 51/51 [e@:18<00:88, 2.81it/g]
Class Images Instances Box(P R MAPSE  mA

p5@-95): 100X 7/7 [ea:ez<p@:88, 2.62it/s)
all FRES JERR a_ad o ka2 a.im
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©.158

Epoch GPU_men
21/25 4.25%

o% S1/51 [@8:18<00:00,
Class

box_loss cls_loss
1.214 8.7618
2.76it/s])

Images Instances

P59-95): 100% 7/7 [00:02<00:88, 2.55it/s]

all
0.156

Epoch GPU_men
22/2% 4,236
e% 51/51 [08:18<80:00,

21% 2664

box_loss cls_loss

1.203 @.747
2.88it/s]

Images Instances

P50-95): 100X 7/7 [09:03¢00:00, 1.78it/s]

218 2666
box_loss c¢ls_loss

1.19 8.7252
2.791it/s]

Images Instances

PS@-95): 100X 7/7 [00:03<00:00, 1.88it/s]

218 2666

box_loss cls_loss

1.168 8.7198
2.89it/s]

Images Instances

P50-95): 100X 7/7 [e@:02<0@:e88, 2.61it/s]

Class
all

0.162
Epoch GPU_men
23725 4.216
oX 51/51 [00:18<00:00,
class
all

0.156
Epoch GPU_men
24/25 4.236
X $1/51 [00:17¢00:00,
Class
all

0,154
Epoch GPU_men
25725 4.26
eX 51/51 [00:18¢00:00,
Class

218 2666

box_loss ¢ls_loss

1.172 8.7e61
2.72it/s]

Images TInstances

P58-95): 100X 7/7 [00:02<00:08, 2.48it/s]

all
8.157

218 2666

25 epochs completed in ©.172 hours.
Optimizer stripped from runs/detect/train3/weights/last.pt, 22,548
Optimizer stripped from runs/detect/train3/weights/best.pt, 22.5M8

dfl_loss
1.87%

Box(P
A.5ak
dfl_loss
1.067
Box(P
a.677
dfl_loss
1.653
Box(P
8.66
dfl_loss
1.851
Box(P
8.546
dfl_loss
1.852
Box(P

0.647

Validating runs/detect/train3/weights/best.pt...
Ultralytics YOLOVE.0.196 %7 Python-3.10.12 torch-2.3.1+cul21 CUDA:® (Tesla T4, 1

Instances
156

R

f.IR6
Instances
149

R

8.263
Instances
161

R

8.262
Instances
175

R

2.255
Instances
169

R

0.25

640: 18

a.27

Size
640: 18

Size
640: 106

MAPS8  mA

08.276

Size

640: 10

9.281

Size

0.278

Model summary (fused): 168 layers, 11128293 parameters, @ gradients, 28.5 GFLOPs

Images Instances

P50-95): 100X 7/7 [09:12¢008:88, 1.78s/it]

5192MiB)
Class
all
9.162
bike
9.8472
hus
0.236
car
0,461
motor
2.00786
person
2.115
rider
2,0261

truck

218 2666
218 25
21% LL]
218 2089
218 10
218 368
214 19
218 124

Box(P
8.677
e.603
a.523
@.704

1

6.498

8.414

R
9.263
0.e4
a.428
0,709
e

9.261

2.403

mAPS®  mA
9.286
e.1e7
a.a12
9.741
0.0102
9.285
8.0809

0.3589
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W, £3E
Speed: @.3mz preprocess, 5.4ms inference, ©.90ms loss, 5.2ms postprocess per image
Results saved to runs/detect/train3

| Learn more at https://docs.ultralytics.com/modes/train

(515 115 {HOME}/runs/detect/train/

args.yaml welghts

Training Re<ults

Confusion Matrie
from IPython.display import Image

2] %ed (Home}

Image(filename="/content/runs/detect/traind/confusion_matrix.png’ , width=1208)

Scontent

. [ ar s pen T T —
Results
%cd {HOME}

Image(filenane=F"fcontent/runs/detect/traind/results.png’, width=128a)

feontent
traindcis_koas matrickprecision B rrartrcwreca lED

1 trainbox_loss trakeddf_lows
) . R - ety
wsd 200 s | 17 L ans
T L & arrs ¥
A
1% waad
. . ey
wad LIS T 1
Lin
L6
i a3 a1
0 vas .




in [14]:
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Xcd {HOME}

Image(filenanesf'/content/runs/detect/train3/Fi_curve.png', width«1099)

Jeontent

10

Fl-Confidence Curve

08

06

fl

04

024,

0.0
0.0

Xcd {HOME}

02

bike
bus
car
motor
person
fider
truck

RN

all classes 0.29 2t 0.234

Image(filenamesf'/content/runs/detect/train3/PR_curve.png', width«1009)

Jcontent

10

08

06

Precision

ca

02

Precision-Recall Curve
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Xcd {HOME}
Image(filename=f'/content/runs/detect/train3d/P_curve.png', width=106@)

Jcontent

10

o8

06

04

024/

¥cd {HOME}
Image(filename=F'/content/runs/detect/train3/R_curve.png', width=1888)
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Training YOLOv9

GPU access verification

Invidia-smi

Tue Aug & 15:089:27 2824

[E—— Y
| WWIDIA-SMI 535.184.85 Driver Version: 535.194.85  CUDA Version: 1
2.2

- mm e e e o Fommmmm——————
[ ——

| GPU Mame Persistence-M | Bus-Id Disp. & | Volatile Uncor
r. ECC |

| Fan Temp Perf Pwr:Usage/Cap | Memory-Usage | GPU-Util Comp
ute M. |

| I I

MIG M. |

I i d s Pt e dt it dd et sl b s dd it esad i badd it agad ittt ad ittt ed sl iat ottt 2dd )

| & TeslaTa OFF | PEOOROBD:B8:84 .8 OFF |

g |

| wea  a2c  pe oW ¢ TeN | aMiE / 153eaMie | ax o
efault |

| I I

Hea |

hrrerreresrrr e s s s e e s s s erren enrere s rerrenerrrrrenareennndrrrnenrerrnn e,
------- +
D
------- +

| s ar cr PID Twype Process name GPU
Menary |
| w10 Usag
= I

import os
HOME = os.getewd()
print{HOME)

fcontent

Installation of YOLOWS [ doning because not distributed through pip packages )

lgit clone https://github.com/skalskiP/yolov.git
%cd yolove
Ipip install -r requirements.txt -q

Cloning into "yolowd'...

remote: Emmerating objects: 315, done.

remote: Counting objects: 188K (218/218), done.
remote: Comspressing objects: 108X (62/62), dome.
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remote: Total 325 (delta 159), reused 156 (delta 156), pack-reused 187
Receiving objects: 10e% (325/325), 2.23 MiE | 13.38 MiB/s, done.

Resolving deltas: 186% (165/165), done.

Jcontent/yolovd

287.3/287.3 kB 7.8 MB/s ota @:908:0@
62.7/62.7 kB 7.2 kB/s eta @:98:00

# YOLOwS con not gutomaticolly downlogd the weights so they are monually downlo
lwget -P {HOME}/welghts -q https://glthub.com/Wongkinyiu/yolova/releases/downlo
lwget -P {HOME}/weights -q https://github.com/Wonglin¥iu/yelovd/releases / downle
lwget -P {HOME}/weights -q https://github.com/WongKin¥iu/yolovd/releases/downlo
lwget -P {HOME}/weights -g https://github.com/Wongkin¥iu/yolovd/releases/downlo

4 — L

11s -la {HOME}/weights

total 482444

drwxr-xr-x 2 root root 4296 Aug & 16:18 .
drwxr-xr-x 1 reot root 4296 Aug 6 16:18 ..
-rw-r--r-- 1 root root 51588261 Feb 18 12:36 gelan-c.pt
=rW-r--r-- 1 reot root 117283713 Feb 18 12:36 gelan-e.pt
-rw-r--r-- 1 root root 183153312 Feb 18 12:36 yolovid-c.pt
=Fuer==r== 1 root root 146217688 Feb 18 12:36 yolovi-e.pt

Dataszet Upload

%cd [HOME}yolovs
Jeontent/yolovd
Ipip install roboflow

From robeflow dmport Reboflow
rf = Roboflow(api_key="{PCXLMBEIL137MABRKSF" )

project = rf.workspace("foreignobjectaerodromes™).project{®o.d-1n-bad-weather"}
verslon = project.version{1)
dataset = version.downlead("yolovad"})

Collecting roboflow

pownloading roboflow-1.1.37-py3-nome-any.whl.setadata (9.4 kB)
Reguirement already satisfied: certifi in Jusr/lecal/lib/pythond.l18/dist-packages
(frem roboflow) (2824.7.4)
Collecting chardet==4.8.8 (firos roboflow)

pownloading chardet-4,8.0-py2. py3-none-any.whl.metadata (3.5 k8)
Reguirement already satisfied: idna==3.7 in fuseflocal/lib/pythoni 18/dist-packag
es (from roboflow) (3.7)
Reguirement already satisfied: cycler in fusr/local/lib/python3.18/dist-packages
(from roboflow) (8.12.1)
Regquirement already satisfied: kiwisolwer:»=1.3.1 in fusr/local/lib/python3.18/dis
t-packages (from roboflow) (1.4.5)
Reguirement already satisfied: matplotlib im fusr/locals/lib/python3.1e/dist-packa
ges (froa roboflow) (3.7.1)
Reguirement already satisfied: nuepy»=1.18.5 in fusrflocal/lib/python3.18/dist-pa
ckages (from roboflow) (1.26.4)
Reguirement already satisfied: opencv-python-headless==4.18.8.84 in fusr/local/li
b/pythoni.18/dist-packages (fros roboflow) (4.18.8.B4)
Regquirement already satisfied: Pillow:=7.1.2 in fusrflocal/lib/python3.18/dist-pa
ckapes (from roboflow) (9.4.8)
Requirement already satisfied: pythen-dateutil in fusr/local/lib/pythen3.18/dist-
packages (from roboflow) (2.8.2})
collecting python-dotenv (from roboflow)

Downloading python_dotenv-1.8.1-py3-none-any.whl.metadata (23 k)
Requirament already satisfied: requests in Sfusrflocal/libfpythond.i8/dist-package
s {from roboflow) (2.31.8)
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Requirament already satdsfled: six In fuse/local/lib/pythond. 10/dist-packages (fr
om roboflow) (1.16.8)
Requirement already satisfied: urllib3ssl,26.6 in fusr/local/lib/pythand. 10/dist-
packages (from roboflow) (2.8.7}
Requirement already satisfied: tgdes=d4.41.@ in fusr/localflib/python3.18/dist-pac
kages (froa roboflow) (a.66.4)
Reguirement already satisfied: PyyAML3>=5.3.1 in Susr/local/lib/pythond. 18 /dist-pa
ckages (from roboflow) (6.8.1}
Collecting requests-toolbelt (from roboflow)
Downloading requests_toolbelt-1.8.8-py2.py3-none-any.whl . metadata (14 kB)
Collecting filetype (from roboflow)
Downloading Flletype-1.2.0-pyd, py3-none-any .whl. setadatas (6.5 kB)
Reguirement already satisfied: contourpy»=1.8.1 in Jfusr/local/lib/pythond. ld/dist
-packages (from matplorlib-sroboflow) (1.2.1)
Reguirement already satisfied: fonttools»=4.22.8 in fusr/local/lib/python3.18/dis
t-packbges (From matplotlib-sroboflow) (4.53.1)
Requirement already satisfied: packaging:=28.8 in fusr/local/lib/python3.18/dist-
packages (from matplotlib-sroboflow) (24.1)
Requirement already satisfied: pyparsing»=2.3.1 in fusr/local/lib/python3.1é/dist
-packages (from matplotlib-sroboflow) (3.1.2)
Requirement already satisfied: charset-normalizer<d,»=2 in Jfusr/local/lib/python
3.18/dist-packages (from requests-»roboflow) {3.3.2)
bownloading roboflow-1.1.37-py3-none-any.whl (76 kB)
76.9/76.9 kB 4.9 MB/s cta B:88:088
pownloading chardet-4,8.8-py2, pyd-noné-any.whl (178 kB)
178.7/178.7 kB 12.4 MB/s eta 8:p8:08
Downloading Filetype-1.2 8-pyd. pyd-none-any.whl (19 kB)
pownloading python_doteny-1.@, 1-py3-none-any.whl {19 kB)
Downloading requests_toolbelt-1.6.0-py2.py3-none-any . whl (54 kB)
54,5/54.5 kB 4.4 MB/s eta 9:09:08
Installing collected packages: filetype, python-dotenv, chardet, requests-toolbel
t, roboflow
Attempting uninstall: chardet
Found existing installation: chardet §.2.8
Uninstalling chardet-5.2.8:
Successfully uninstalled chardet-5.2.8
Successfully installed chardet-4.8.8 filetype-1.2.8 python-dotenv-1.8.1 requests-
toolbelt-1.8.0 roboflow-1.1.37
loading Roboflow workspace...
laading hoboflow project...

Downloading Dataset Version Zip in 0.0 IN-8AD-WEATHER-1 to yolove:: 10e%| |
B 7516475164 [eR:e3<ee:e8, 23377.79it/s]

Extracting Dataset Version Zip to 0.0-IN-BAD-WEATHER-1 in yolows:: 1oe || NG
Bl z3:12/2312 [ee:eacee:ee, 5743.80ic/s)

Training with Dataset

%cd {HOME},/yolovd

Ipython train.py

--batch 16 --epochs 25 --img 648 --device @ Y
--data {dataset.location}/data.yaml
--welghts {HOME}/weights/gelan-c.pt %

--cfg models/detect/gelan-c.yaml \

--hyp hyp.scratch-high, yanl

Joontent/yolovd

2024-08-85 16:11:39.547702: £ external/local_xla/xla/stream_executor/cuds/cuda §F
t.cc:485) Unable to register cuFFT factory: Attempting to register factory for pl
ugin cufFT when one has already been registered

2024-98-86 16:11:39.841425: E external/local_xla/xlafstream_executor/cwda,/cuda_dn
n,cc:8454] Unable to reglster cubM factory: Attempting to register Factory for p
Jugin cubhN when one has already been registered

2024-08-06 16:11:39.926061: £ external/local_xla/xlafstream_executor/cwda/cuda_bl
as.cc:1452] Unable to register cuBLAS factory: Attempting to reglster factory for

mlumda =cnil AF shaa ana heor alassd: hasa masdsesand
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2874-88-86 16:11:48.233813: I tensorflow/coreplatform/cpu_feature_guard.cc:218]

This Tensorflow binary 1s optimized to use avallable CPU lnstructions in performa
nce-critical operations.

Te enable the following instructions: AVKE FMA, 1n other operations, rebuild Tens
orfFlow with the appropriate compiler flags.

2024-08-06 16:11:41.461017: W tensorflow/compiler/tfitensorrt/utils/py wtils.cc:3
8] TF=TRT Warning: Could not find TensorRT

tradn: weights=/content/weights/gelan-c.pt, cfg=models/detect/gelan-c.yanl, data

=/ content/yolovd/0.0-IN-BAD-WEATHER - 1/data.vaml, hyp=hyp.scratch-high.yaml, epoch
£=35, batch_size=16, impsz=648, rect=Falze, resume=Falze, nosave=False, moval=Fal
s¢, noautcanchors=False, noplots=False, evolveshone, bucket=, cacheshone, image_we
ights=False, device=8, multi_scale=False, single cls=False, optimizer=5G0, sync_b
n=False, workers=8, project=runs/train, name-exp, exist_ck=False, quad=False, cos
_lr=False, flat_cos_lr=False, fixed_lr=False, label_ smoothing=8.8, patience=184,

freeze=[0], save_period=-1, seed=8, local rank=-1, min_items=@, close mozaic=8, e
ntity=Mone, upload_dataset=False, bbox_interval=-1, artifact_alias=latest

¥OLOvS = le33dbb Python-3.18.12 torch-2,3. 1+cul2l CUDA:@ (Tesla T4, 15182MiB)

hyperparameters: Lr@=8.81, lrf=8.81, somentus=8.937, welght_decay=8.0885, warmup_
epochs=3.8, warmup momentum=2.8, warsup bias lr=8.1, box=7.5, cls=8.5, cls pw=1.

@, dfl=1.5, obj_pws1.8, lou_teB.}, anchor_t=5.8, fl_pamma=8.8&, hsv_h=8.81%, hsv_s
=&.7, hsv_wv=8.4, degrees=8.8, translate=8.1, scale=8.9, shear=8.8, perspective=8.
8, flipud=8.8, fliplr=9.5, mosaic=1.8, mixup=8.15, copy paste=8.3

ClearML: rum 'pip install clearml®' to awtomatically track, wisualize and remoctely
vrain YOLO &7 im Cleardl

Comet: run “pip install comet_ml® to automatically track and visualize voLO & r
uns in Comet

TensorBoard: Start with "tensorboard --logdir runsftrain', view at http://localhe
st ! GBOE,/

bownloading https://ultralytics.com/fassets/arial.ttf to froot/.configfultralytic

sfarial.ttf...

160K TE0kST55k [d0:0dcdp a8, 23 6MB/:]

Overriding model.yaml nc=88 with nc=7

from n params module Argun

ents

5} -1 1 1856 models. common.Conv [3; 6
4, 1, 2]

1 -1 1 73984 models.comman, Conv [64,
118, 3, 2]

2 -1 1 212864 models.comman, RepNCSPELANS [1z8,
256, 128, &4, 1]

3 -1 1 164352 models, common , ADown [258,
256]

4 =1 1 847616 models.common., RepNCSPELANS [258,
513, 256, 128, 1]

5 -1 1 656384 models.common, ADown [512,
512]

& =1 1 2857472 wmodels.common.RepNCSPELANS [512,
512, 512, 256, 1]

7 -1 1 656384 models.common.ADown [512,
512]

2 -1 1 2857472 lﬂdeli.cnﬂm.ﬂepl‘ﬁpim [512,
512, 512, 256, 1]

9 -1 1 656806 models. common. SPPELAN [512,
512, i56]

18 -1 1 8 torch.nn.modules upsampling.Upsasple [kon
e, 2, 'nearest']

11 [-1, 8] 1 8 models. comson.Concat [1]
12 -1 1 311%616 models. common, RephCSPELANS [162
4, 512, 512, 256, 1]

i3 -1 i @ torch.nn.modules.upsampling.Upsasple [hon
e, 2, 'nearest')

14 [-1, 4] 1 @ models, comscn. Concat [11
15 -1 1 912648 models. common. RepNCSPELANG [182

4, 256, 256, 128, 1]
LT -1 1 AEATIET  madalc memman Allusn Fags
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256]

17 [-1, 12] 1 8 models. comson.Concat [1]

18 =1 1 2988544 models, comacn, RepNCSPELANS [7es,
512, 512, 256, 1]

19 -1 1 656384 models, comson, ADown [512,
512]

0 [-1, 9] 1 @ models, comson.Concat [1]

21 =1 1 3119616 models. common. RepNCSPELAND [1e2
4, 512, 512, 256, 1)

22 [15, 18, 21] 1 5426837 models.yolo.DDetect [z,

[258, s12, 512]]
gelan-c swmmary: 621 lavers, 258424569 parameters, 215442453 gradients, 103.2 GFLOP
H

Transferred 9317937 items from fcontent/weights/gelan-c.pt
AMP: checks passed 8
optimizer: SGD(lr=0.81) with paraseter groups 154 weight(decay=8.8), 161 weight(d
ecay=0,8885), 160 blas
INFO:albumentations.check_version:A new version of Albumentations is awvailable:
1,4.13 (you have 1.4.12). Upgrade using: pip install -U albumentations. To disabl
e automatic update checks, set the enviromment wvariable NO_ALBUMENTATIONS_LPDATE
to 1.
albumentations: Blur({p=8.81, blur_limit=(3, 7)), MedianBlur(p=8.81, blur_limit:
(%, 7)), ToGray{p=0.81), CLAHE{p=8.81, clip_limit=(1, 4.8), tile_grid_size=(3,
aj)
Susr/libfpythond. 18/multiprocessing/popen_fork.py:66: RuntimeWarning: os.fork() w
as called. os.fork() 1s incompatible with msultithreaded code, and 28X is multithe
eaded, so this will likely lead to a deadlock.

self.pid = os.fork(]
tradin: Scanning feontent/yolewd /0.D-IN-BAD-WEATHER-1/traln/labels. .. #15 imapes,
5 backgrounds, @ corrupt: 188% B15/815 [02:89<00:99, 1699.87it/s]
traln: Mew cache created: fcontent/yolovd/0.0-IN-BAD-WEATHER-1/train/labels.cache
val: Scanning /content/yolovd/0.0-IN-BAD-WEATHER-1/valid/labels... 218 images, 2
backgrounds, & corrupt: 188%E 218/218 [@9:08<008:88, 658.85it/s])
val: New cache created: /content/yolowd/d.0-IN-BAD-WEATHER-1/valid/labels.cache
Plotting labels to runsftrainfexp/labels.jpg...
Image sizes G648 train, &4d val
Using 2 dataloader workers
Logging results to runs/tralnfexp
Starting training for 35 epochs...

Epoch GPU_mem  box_loss «¢ls_less dfl_loss Instances Size
/x4 14.56 1,568 2,077 1.28% 3 Bad: 18
ek 51/51 [ee:se«<e@:ee, 1.10s/it]
Class Imapes Instances [ R LT ]
APS8-95; 100% 7/7 [eo:eF0ecen, 1.86s/it]
all g 2EEE a.71% a.229 #.238
2,141
Epoch GPU_men  box_loss  cls_loss  dfl_loss Instances ilze
1/24 14.56 1.39 1,229 1.175 435 648 18
e 51/51 [es:41:00:08, 1.24it/s5]
Class Images Instances P R mapse  m
APSE-95: 168K 7/7 [80:05<08:08, 1.27itfs]
all 218 2666 a.7 B8.254 8.238
8. 146
Epach GPU_mea  box_less  els loss  dfl_loss  Instances Size
224 12.56 1.417 1,285 1.198 337 648 18
@% 51/51 [e@:42:00:88, 1.21it/s]
Class Images Instances B R maARSE  m
APSE-05: 16@K 7/7 [B0:05:008:08, 1.29itfs]
all 218 2666 B.626 8. 245 8.238
8.138
Epoch GPU_mem  box_loss  ¢ls_loss  dfl_loss Instances Size

34 136 1.461 1.2%% 1.241 358 gde: 10
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8% 51/51 [B@:43¢P@:88, 1.1Bit/s]

class Images Instances
AP5E-95: 188X 7/7 [ea:occ0a:08, 1.15itfs]
all 218 2666
8.1
Epoch GPU_mem  box_loss «¢ls_loss
afz4 135 1.474 1.2
o% 51/51 [e9:42<080:80, 1.191t/s]
Class Images Instances
APSE-95: 186% 7/7 [8@:06<00:88, 1.16it/s]
all FS B JERE
2.183
Epoch GPU_mem  box_loss «cls_loss
E/k4 136 1,454 1,13
o% 51751 [e@:&lc00:00, 1.22it/¢]
Class Images Instances
APS8.95: 100K 7/7 [@@:e5<00:08, 1.17itfs]
all 28 I
2.132
Epach GPU_mes  box_loss  «cls_leoss
6/24 136 1.452 1.11
8% 51/51 [eo:42:00:088, 1.21it/g]
Class Images Instances
APS-95: 10aK 77 [B0:0500:08, 1.24itfs]
all 218 2666
2.128
Epoch GPU_mes  box_loss  cls_loss
/24 136 1.458 1.129
8% 51/51 [Be:42:88:88, 1.28it/s]
Class Images Instances
APSE-95: 186% 7/7 [B8:05<08:88, 1.31it/s]
all 218 2666
8124
Epoch GPU_mem  box_loss  ¢ls_loss
8/24 136G 1,447 1.1
2% 51/51 [B@:42¢P0:80, 1.20it/s]
Class Images Instances
APSE-95: 188% 7/7 [B@:95:00:88, 1.30it/s]
all FS TEEE
2.132
Epoch GPU_mem  box_loss  «¢ls_loss
G924 136 i.411 i.061
2% 51/51 [e@:&lc00:00, 1.22it/5]
Class Images Instances
APSR-95: 189K 7/7 [ea:e5<00:08, 1.18it/s]
all 218 P
.137
Epoch GPU_men  box_loss  cls_loss
1824 136 1.488 1.845
o% 51/51 [ea:41:08:88, 1.211t/<]
Class Images Instances
APSA-95: 100K 7/7 [0d:05c00:00, 1.18itfs]
all 218 2666
8. 142
Epoch GPU_mes  box_loss  cls_loss
1124 136G 1.394 1.819
8% 51/51 [BB:41<bB:ae, 1.22it/s]
Class Images Instances

APSE-95: 168% 7/7 [@0:05¢08:08, 1.26it/s]

B.566

dfl_loss
1.215

BoaTE
dfl_loss
1,7

P

B_RE
dfl_loss
1.2@5

[

B.593
dfl_loss
1.231

]

8.61%
dfl_loss
1,197

[

[ L5
dfl_loss
i.2

B

[:NCEE
dfl_loss
1,283

[

B.721
dfl_loss
1.191

B

8.2137
Instances
355

R

&, ad
Instances
b6

R

[ ]
Instances
354

R

8,235
Instances
346

R

8,212
Instances
310

]

L]
Instances
57

R

8,238
Instances
355

R

8. 244
Instances
533

f

B.22

Size
Bai;

.21

size
G4

mARSH

a.331

Size

maPSE

a.232

Lize
LN

o7

Size
[ -H

a.ai
Size
B
mAREH
@.245
Size
Gad:
maprsa

a.255

ié

14

t 18

18

1e

i@

18

;18
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218 2666

box_loss cls_loss

1.373 8.9734
1.21it/s]

Images Instances

AP58-95: 180X 7/7 [09:05¢00:08, 1.31it/s]

218 2666

box_loss cls_loss

1.365 8.9574
1.231t/s])

Isages Instances

AP5P-95: 189X 7/7 [09:05¢00:08, 1.17it/s]

218 2664

box loss cls loss

1,354 9.94%
1.21it/s]

Images Instances

APS0-95: 100X 7/7 [e0:05¢09:00, 1.23it/s]

218 2666

box_loss <cls_loss

1.33 8.919
1.22iv/5]

Images Instances

APSQ-95: 100K 7/7 [00:05¢00:08, 1.25it/s]

218 2666

box_loss cls_loss

1.315 9.9253
1.21it/s]

Images Instances

APS8-95: 100X 7/7 [08:05¢009:08, 1.19it/s]

218 2666

box_loss cls_loss

1.306 9.8933
1.21it/s]

Images Instances

AP59-95: 189% 7/7 [00:06<09:08, 1.16it/s]

214 2666

box_loss cls loss

1.302 0.8924
1.211¢/5])

Images Instances

AP50-95: 100X 7/7 [00:05¢00:00, 1.20it/s]

all

08.142
Epoch GPU_men
12/24 136
e% 51/51 [BO:‘Z(BO:BO,
Class
all

©8.152
Epoch GPU_men
13/24 136
o% 51/51 [ee:41<00:00,
Class
all

0.155
Epoch GPU_men
14/24 136
o 51/51 [00:42¢00:00,
Class
all

9,146
Epoch GPU_men
15/24 136
OX $1/51 [00:41<00:00,
Class
all

8.17%
Epoch GPU_men
16/24 136
o% 51/51 [00:42:00:00,
Class
all

8.178
Epoch GPU_men
17/24 136
e% 51/51 [@0:42¢<00:00,
Class
all

©.175
Epoch GPU_mes
18/24 136
o% 51/51 [ee:s2¢<p0:00,
Class
all

9.176
Epoch GPU_men
19/24 136
oX 51/51 [00:42¢00:00,
Class

218 2666

box_loss cls_loss

1,283 0.8528
1.21iv/s]

Images Instances

APSQ-95: 100X 7/7 [00:06¢00:08, 1.15it/s]

all
6.13

218 2666

8.602
dfl_loss
1.187

P

8.582

dfl_loss
1.17%

a.468
dfl loss
1.183

P

a.567
dfl_loss
1.138

P

0.477
dfl_loss
1.145

P

8.386
dfl_loss
1.1

P

a.379
dfl loss
1.146

P

6.474
dfl_loss
1.128

P

8.452

8.218
Instances
234

R

8.275
Instances
208

R

a.3
Instances
361

R

@8.253
Instances
296

R

9.344
Instances
265

R

0.273
Instances
302

R

6.126
Instances
408

R

6.276
Instances
396

R

8.328

9.268

Size
648:

9.385

Size
648:

Size
640:

8.387

Size

648:

9.328

e

S U]

110

10

1@

;1@
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Epoch GPU_mem  box_loss

2824 136 1.284
8% 51/51 [e@:42:00:88, 1_2ait/s]
Class Images
APS-95: 108K 7/7 [00:@5c00:08, 1.
all 218
8191
Epoch GPU_mem  box_loss
21724 136 1.275
8% 51/51 [e9:4lcp@:e@, 1.22it/s]
Class Images
AP5SE-95: 180% 7/7 [e@:05:80:88, 1
all 218
2.1%
Epoch GPU_mem  box_loss
2374 136 i.24
% 51/51 [ee:d2¢e@:00, 1.28it/s]
Class Imapes
APSE-95: 188X 7/7 [89:95¢98:988, 1
all 3 B
.87
Epoch GPU_mem  box_loss
23,24 134 1. 348
e 51/51 [e@:£2<00:00, 1.19it/s]
Class Images
ApsE-95: 18@K 7/7 [ea:obodaios, 1.
all 218
2.214
Epoch GPU_mes  box_loss
24734 136 1.233
8% 51/51 [eB:42:00:88, 1_.28it/s]
Class Images

APSB-95: 108K 7/7 [ea:ebc0a:ee, 1.

all 218
8.1k

25 epochs completed in O.359 hours.

cls_loss
B.8476

Instances

19it/s]
2666

cls_loss
B.8364

Instances

.18itss]

2666

cls_loss

@. 7961

Instances

L27itss]

IEEE

cls_loss
6. 7864

Instances
3iitis]
2666

cls_loss
B.7746

Instances

ilitfs]
2666

dfl_loss
1.132

[
B.488
dfl_loss
1.13

[

B.575

dfl_loss
1.114

A 625

dfl_loss
1.185

[

A.632

dfl_loss
1.181

B.475

Optimizer stripped from runs/train/exp/weights/last.pt,

eights/last striped.pt, 51.5MB

Optimizer stripped from runs/train/exp/weights/best.pt,

eiphts/best_striped.pt, 51.5M8

wvalidating runs/train/expfweights/best.pt...

Fusing layers...

Instances
278

8,318
Instances
176

]

8,335
Instances
96

]

B, 119
Instances
33z

]

8,318
Instances
337

R

8.377

Size

Gad:

maRSa

a.339

Size

R

9.337

size

adi:

a. 4%

Size

[LILH

mapsa

@.357

Size

Gad:

mAPSE

a.379

gelan-c summary: 467 layers, 25416357 parameters, @ gradients, 182.5 GFLOPs

Class Images
Apsa-95: 180X 7/7 [0@:13«00:08, 2.
all 3 3
2. 218
bike 218
2.8521
bus 218
2.325
car ki b3
2,454
matar b3 13
2.131
person 8
2,149
rider 218
2, 8765
truck 218

. 287

Instances
ges/it]

2l

25

4

2BRA

149

124

B
B.47s
9,334
@_d2a
@_ 785
@.575
@.d5a
B.372

[ 15

ke

8.377

a.145
8. 155
8.211

8.532

mak e
a.378
8,115
a_ 460
a.717
8. a0
B.343
B.2486

8.445

18

18

i@

b1

18

saved as runs/trainfexp/fw

saved as runs/trainfexpfw
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Results saved to runs/train/exp

I1s {HOME }/yolovd/runs/train/exp/

confusion_matrix.png
tche_pred. jpg
events.out. tfevents. 1722968782 . SeedTed66f1la. 1251.8
tchi_labels.jpg
Fl_curve,png
tchi_pred. pg

hyp.yaml

tch2_labels. jpg
labels_correlogram. jpg
tchi_pred. jpg
labels.jpg

H

opt.yaml

P_turve, pag

Training Re<ukts

PR_curve. prg
R_curve.png
results.csy
results.png
train_batch8.jpg
train_batchl.jpg

train_batch2.jpg

val_ba
val_ba
val_ba
val_ba
val_ba

weight

val_batchd_labels. {pg

Confusion Matrix

from IPython.display import Image

Image( filenana=+"{HOME }/yolove/runs/trainfexp/confusion_matrix.png™, width=1208

A

gyt Elairia
}.
! (5] am B
Ez.
{ EEE—
‘-2 [T an L] _
;. o

Bk fpin e L

Results

from IPython.display import Image

L1

an

LT

{1}

o

=il

-1

Image(filename=+"{HOME} /volovi/runs/trainfexp/results.png”, width=12aa)
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[510 from IPython.display import Image

Image(filename~¥'/content/yolovd/runs/train/exp/F1_curve.png’, width=1800)

Outfi8] io F1-Confidence Curve
e blke
- bus
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08 ==
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—all classes 0.40 82 0,175
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|
0.0+
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["71" " from IPython.display import Image

Image(filename=F'/content/yolova/runs/train/exp/PR_curve.png’, width=1000)

bike 0.115

bus 0.469

car0.777

motor 0.209

person 0,348

rider 0.286

truck 0.445

— N Classes 0,378 MAPRO.S




02

0.0
0.0

from IPython.display import Image

Image(filename~f'/content/yolovd/runs/train/exp/P_curve.png’, width~-1008)

— ik

e bus

—

— motor

S person

— rider

- truck

w— il Classes 1.00 ot 0.564
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Training YOLOV10

GPU access verification

Inwidia-smi

Tue Aug & 16:39:56 2824
]
smsmaasd

| MVIDIA-SMI 535.184.85 Driver Version: 535.184.85 CUDA Version: 1
2.2 |
T T A TP P PR

R

| 6PU  Name Persistence-M | Bus-Id Disp.A | Velatile Uncor
r. ECC |

| Fan Temp  Perf Pwr:Usage/Cap | Memory-Usage | GPU-Util Comp
ute M.

| | |

MIG M. |

I----:----------------------:-------------+-.-.-.-.-.-:----------;-----------:---

| @& Tesla T4 OFf | Ooeoonod:d:ad.8 OFF |

8 |

| wia ssC PE 18W /7o | aMiB / 153GeMim | a o
efault |

| I |

Nia |

B L L L T T L LT T T T L L T T T

mmmmmaad

o i i i i i i i
[E—
| Processes:

| U GI  CI FID Type Process name GPU
Mesory |

I I Usag
e I

——
| Mo running processes found

o i o

[Sp——

import os
HOME = os.getcwd()
print{HOME)

Jcontent

Installation af YOLOv10

Ipip imstall -g glt+https://github.com/THU-MIG/yolovie.glit

Installing build dependencies ... done

Getting requirements to build wheel ... done

Preparing metadata (pyproject.toml) ... done

Building wheel for ultralytics (pyproject.toml) ... done

lpip install -a supervision roboflow
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8.8/135.7 kB ? eta -:==i==
135.7/135.7 kB 4.9 MB/s eta 9:0@:08
8.8/76.9 kB F eta -:i--:--

76.9/76.9 kB 6.5 MB/s eta B:00:88
178.7/178.7 kB 15.9 MB/s eta @:00:00
54.5/54.5 kB 5.8 MB/s eta 9:98:88

Imkdir -p {HOME}/weights

lwget -P {HOME}/weights -g https://github.com/THU- MIG/yolovld/ releases /download
Iwget -P {HOME}/welghts -g https://github.com/THU-MIG/yolevld,/ releases/download
lwget -P {HOME}/weights -g https://github.com/THU-MIG/yolovld,/releases/download
lwget -P {HOME}/weights -g https://github.com/THU-MIG/yolovld,/ releases/download
Iwget -P {HOME}/weights -g https://github.com/THU-MIG/yolovld/ releases/ download
Iwget -P {HOME}/weights -gq https://github.coms/THU-KMIG/yolovld, releases/download
I1s -1h {HOME}/weights

e —————————————————————————————— 4

total 408M

=rW-r--r-- 1 root root &6M May 26 15:53 yoloviéb.pt
-rW-r--r-- 1 root root 186M May 26 15:53 yolovldl.pt
=Pe=re=r== 1 OOt FOOL  64M May 26 15:54 yolovlem.pt
arW=re=r== 1 root root 11M May 26 15:54 yolovién.pt
-rw-r--r-- 1 root root 32M May 26 15:54 yolovidés.pt
-re-r--r-- 1 root root 123M May 26 15:54 yolovléx.pt

Datazet Upload

Imkdir {HOME}/datasets

%cd {HOME}/datasets

lpip install -g roboflow

from google.colab import userdata
fros robeflow 1sport Roboflow

Ilpip install roboflow

from roboflow isport Roboflow

rf = Roboflow(api_key="{PCHLMBZIUA3ITMRBekSF" )

project = rf.workspace("foreignobjectaerodromes”).project("o.d- in-bad-weather")
version = project.version{1}

dataset = version.download("yolovd")

Sfcontent/datasets

Requirement already satisfied: roboflow in fusr/local/lib/python3.18/dist-package
s {1.1.37)

Requirement already satisfied: certifi in fusr/local/lib/python3.18/dist-packages
(from roboflow) (20824.7.4)

Requirement already satisfied: chardets=4.8.9 in fusr/local/lib/python3.19/dist-p
ackages (from roboflow) (4.8.8)

Requirement already satisfled: idna==3.7 in fusr/local/lib/pythond. 10/dist-packag
es (from roboflow) (3.7)

Requirement already satisfied: cycler in Jfusr/flocal/lib/python3.18/dist-packages
{from roboflow) (©8.12.1)

Requirement already satisfied: kiwisolver»=1,3.1 in fusr/lecal/lib/python3.le/dis
t-packages (from roboflow) (1.4.5)

Requirement already satisfied: matplotlib in fuse/flocal/libfpytheni.l@/dist-packa
ges (from roboflow) (3.7.1)

Requirement already satisfled: nuepy»=1.18.5 in fusr/local/lib/python2.108/dist-pa
ckages (from roboflow) (1.26.4)

Requirement already satisfied: opencv-python-headlessss4,10.8.84 in fusr/local/li
b/python3.18/dist-packages (from roboflow) (4.16.8.84)

Requirement already satisfied: Pillow»=7.1.2 in fusr/local/lib/python3.18/dist-pa
ckages (from roboflow) (9.4.8)

Requirement already satisfied: python-dateutil in fusr/local/lib/python3.18/dist-
packages (from roboflow) (2.8.1)
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Requirement already satisfied: python-dotenv in fusr/leocal/lib/python3.l@/dist-pa
ckages (from roboflow) (1.8.1)

Requirement already satisfled: requests in Jfuse/local/lib/fpython3.18/dist-package
s {(from roboflow) (2.31.9)

Requirement already satisfied: six im fuse/local/lib/python3.l@/dist-packages (fr
om roboflow) (1.16.8)

Requirement already satisfied: urllib3s=1.26.6 in fusr/local/lib/python3. 18/dist-
packages (from roboflow) (2.8.7)

Requirement already satisfied: tqdm»>=4.41.@ in fusr/local/lib/python3.18/dist-pac
kages {from roboflow) (4.66.4)

Requirement already satisfled: PywAML>=5.3.1 in Jfusr/lecal/lib/python3.1@/dist-pa
ckages (from roboflow) (6.8.1)

Requirement already satisfied: requests-toolbelt im Jusr/localslibfpython3.le/dis
t-packages (from roboflow) (1.8.9)

Requirement already satisfied: filetype in fusr/local/lib/fpython3.18/dist-package
5 (from roboflow) (1.2.8)

Requirement already satisfied: contourpy»=1.@.1 in Jfusr/local/lib/python3.18/dist
-packages (from matplotlib-sroboflow) (1.2.1)

Requirement already satisfied: fonttools»=4.22.8 in Jusr/local/lib/python3.18/dis
t-packages (from matplotlib-»roboflow) (4.53.1)

Requirement already satisfied: packaging»=28.8 in fusr/local/lib/python3.le/dist-
packages (from matplotlib-rroboflow) (24.1)

Requirement already satisfied: pyparsing»=2.3.1 in Jfusr/local/lib/python3.la/dist
-packages (from matplotlib->roboflow) (3.1.2)

Requirement already satisfied: charset-normalizer<d,»=2 in fusr/local/lib/python
3.10/dist-packages (from requests-sroboflow) (3.3.2)

loading Roboflow workspace. ..

loading Roboflow project...

Downloading Dataset Version Zip in 0.0-IN-BAD-WEATHER-1 to yolove:: leeX| |
Bl 75164/75164 [00:02:00:08, 25864 88it/s]

Extracting Dataset Version Zip to 0.D-IN-BAD-WEATHER-1 in yolovs:: 1e6%|| N
B 2212/2312 [pe:00<00:00, 4765.98it/s]

Training with Dataset

%cd {HOME}

lyole task=detect modestrain epochs=25 batche16 imgsz=54@8 plotse=Troe 3,
model= {HOME } /weights/yolovién.pt \
data=/content/datasets/0.0- IN-BAD-WEATHER-1/data.yaml

Scontent

New https:/fpypi.org/projectfultralytics/8.2.74 available & uUpdate with “pip in
stall -U wltralytics'

Ultralytics YOLOWE.1.34 &' Python-3.18.12 torch-2.3.1s+cul2l CUDA:@ (Tesla T4, 1§
1@2MiB)

engine/trainer: task=detect, mode=train, model=/content/weights/yolovién.pt, data
=/content/datasets/0.0-IN-BAD-WEATHER-1/data.yaml, epochss=25, timesNone, patience
=180, batch=16, impsz=648, save=True, save_period=-1, val_period=1, cache=False,
device=None, workers=8, project=None, mame=train3, exist_ok=False, pretrained=Tru
¢, optimizer=auto, verbose=True, seed=9, deterministic=True, single_cls=False, re
ctsFalse, cos_lrsFalse, close mosaicel1d, resusesFalse, ampsTrue, fractions=1.8, pr
ofile=False, freeze=None, multi_scale=False, overlap_mask=True, mask_ratio=4, dro
pout=0.0, val=True, split=val, save_json=False, sawve_hybrid=False, conf=Mone, iou
=@.7, max_det=30a, half=False, dnn=False, plots=True, source=None, wid_stride=l,
stream_buffersFalse, visualizesFalse, augmentsFalse, agnostic_nmssFalse, classess
MNene, retina_masks=False, embed=MNone, show=False, save_frames=False, save_txt=Fal
se, save_conf=False, save_crop=False, show_labels=True, show_conf=True, show_boxe
s=True, line width=None, format=torchscript, keras=False, cptimize=False, intEB=Fa
1se, dynamiceFalse, simplify=False, opset=None, workspace=4, nmseFalse, lr@ed.81,
1rf=0.81;, momentum=8.937, weight_decay=0.8085, warmup_epochs=3.8, warmup_momentum
=@.8, warmup_bias_lr=8.1, box=7.5, cls=8.5, dfl=1.5, pose=12.8, kobj=1.8, label s
moothing=8.8, nbs=64, hsv_h=0.815, hsv_s=08.7, hsv_v=0.4, degrees=a.8, translate=
8.1, scale=R.5, shears@.@, perspectivese.8, flipuds@.8, fliplrs@.5, bgrs2.8, mosa
ic=1.8, mixup=8.8, copy_paste=8.8, auto_augment=randaugment, erasing=8.4, crop_fr
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ACT10MN=1.4d, E'I'SIHIJI‘IE, TraCKer=00rsortT. }I'EI'I'I.I. » S-E'\I'E_CI 1r=runs/deteCt/Tralnd
Downleading https:/fultralytics.com/assets/arial.ttf to 'froot/.config/yolovid/ar

ial.ttf'.,

10@% 755k/755k [D0:00<08:00, 14.7HB/s]

2024-B8-06 16:47:24.676931: E external/local xla/xla/stream_executor/cuda/cuda_f§
t.cc:485] Unable to register cuFFT factory: Attempting to register factory for pl
ugin cuFFT when aone has already been registered

2024-88-86 16:47:24.935453: E emxternal/local_xla/xla/stream_executor/cudafcuda_dn
n.cc:8454] Unable to register cuDNM factory: Attempting to register factory for p
lugin cuDNN when one has already been registered

2024-88-06 16:47:25.813554; E external/local_xla/xla/stream_executor/cuda/fcuda_bl
as.cc:1452] Unable to register cuBLAS factory: Attempting to register factory for
plugin cuBLAS when one has already been registered

Qverriding model.yaml nc=88 with nc=7

frem n

params
arguments

a -1 1 A6
[3, 16, 3, 2]

1 -1 1 4672
[18, 32, 3, 2]

F -1 1 T36EE
[3z, 32, 1, True]

3 -1 1 18568
[32, &4, 3, 2]

&4 -1 2 49664
[64, 64, 2, True]

5 =1 1 9856
[64, 128, 3, 2]

G -1 2 197632
[128, 128, 2, True]

7 =1 1 36096
[1z8, 256, 3, 2]

g -1 1 468288
[256, 256, 1, True]

] =1 1 164688
[256, 256, 5]

1a -1 1 249728
[256, 256]

11 =1 1 [:]
[Mone, 2, ‘nearest']

12 [-1, 8] 1 =}
[1]

13 -1 1 148224
[38a, 128, 1]

14 -1 1 =}
[Mone, 2, ‘nearest']

15 [-1, 4] 1 -]
[1]

16 -1 1 37248
[192, 64, 1]

17 -1 1 36992
[54, 84, 3, 2]

18 [-1, 13] 1 ]
[1]

19 -1 1 123648
[192, 128, 1]

24 -1 1 1ge48
[128, 128, 3, 2]

21 [-1, 18] 1 (-]
[1]

22 -1 1 282624
[384, 256, 1, True, True]

23 [16, 19, 22] 1 B64B58

[7, [&64, 128, 256]]

module
ultralytics.nn.modules.conv, Conv
ultralytics.nn.medules.conv. Conv
ultralytics.nn.modules.block.C2f
ultralytics.nn.modules.conv. Conv
ultralytics.nn.modules.block.C2f
ultralytics.nn.modules.block.SCDown
ultralytics.nn.medules.block.C2f
ultralytics.nn.medules.block.SC0own
ultralytics.nn.modules.block.C2f
ultralytics.nn.modules.block.SPPF
ultralytics.nn.modules.block.PSA
torch.nn.modules.upsampling.Upsample
ultralytics.nn.modules.conv.Concat
ultralytics.nn.medules.block.C2f
torch.nn.modules ., upsampling . Upsample
ultralytics.nn.modules.conv.Concat
ultralytics.nn.modules.block.C2f
ultralytics.nn.modules.conv. Conv
ultralytics.nn.modules. conv. Concat
ultralytics.nn.modules.block.C2f
ultralytics.nn.modules.black. SCDowWn
ultralytics.nn.modules. conv.Concat
ultralytics.nn.modules.block.C2FCIB

ultralytics.nn.modules.head. vidDetect

¥OLOv18n summary: 385 layers, 27@977@ parameters, 2789754 gradients, 8.4 GFLOPs

Trancdannad AG3 ICAE d+ame frnm mratnalnad wadakes



LERLLE LRI T R e R S LR ) PI el WAL HMJ&FIL}
TensorBoard: Start with "tensorboard --logdir runs/detect/train3’, view at htt
p://localhost:ce8e/
Freezing layer 'model.23.dfl.conv.welght'®
AMP: running Automatic Mixed Precision (AMP) checks with YOLOvEn...
Downloading https://github. comfultralytics/fassets/releases/download/vE.1.8/yolovd
n.pt to "yolovBn.pt®...
180% 6.23M/6.22M [Q0:00<00:00, 72.4MB/5]
AMP: checks passed
train: Scanning fcontent/datasets/0.0-IN-BAD-WEATHER-1/train/labels... 815 image
s, 5 backgrounds, @ corrupt: 186% £15/815 [£0:80<00:00, 1B51.98it/s]
train: New cache created: fcontent/datasets/0.0-IN-BAD-WEATHER-1/train/labels.cac
he
INFO:albumentations. check_version:A new version of Albumentations is available:
1.4.13 (you have 1.4.12). Upgrade using: pip install -U albumentations. To disabl
¢ automatic update checks, set the environment variable NO_ALBUMENTATIONS _UPDATE
to 1.
Jusrflocal flib/python3. 10/dist-packagesfalbumentations /core/compasition. py:161: U
serWarning: Got processor for bboxes, but no transform to process it.
self._set_keys(]
albumentations: Blur{p=2.81, blur_limit=(3, 7)), MedianBlur(p=0.81, blur_limits=
{3, 7)), ToGray(p=8.81), CLAHE(p=8.81, clip limit={1, 4.8}, tile_grid size={83,
&)
Jusr/lib/python3. 18/ multiprocessing/popen_fork.py:66: RuntimeWarning: os.fork{) w
as called, os.fork() is incompatible with multithreaded code, and JAX is multithr
eaded, so this will likely lead to a deadlock.
self.pid = os.fork()
val: Scanning /content/datasets/0.D-IN-BAD-WEATHER-1/valid/labels... 218 images,
2 backgrounds, @ corrupt: 189% 218/218 [00:80<20:0Q, 1466.82it/s]
wal: Mew cache created: fcontent/datasets/0.D-IN-BAD-WEATHER-1/valid/labels.cache
Plotting labels to runs/detect/train3/labels.jpg...
optimizer: 'optimizer=aute' found, ignering 'lr8=8.81" and ‘momentus=8.937" and d
etermining best 'optimizer', "lr@" and “momentus' automatically...
optimizer: AdamW{lr=0,2820929, momentum=2,.9) with paraseter groups 95 weight{decay
=8.8), 188 weight(decay=0.0085), 187 bias{decay=0.8)
TensorBoard: model graph visualization added (8
Image sizes 648 train, 548 val
Using 2 dataleader workers
Logging results to runs/detectftrain3
Starting training for 25 epochs...

Epoch GPU_mem box_om cls_om dfl_om box_oo cls_oo
dfl_ooc Instances Size

1725 3.656 1.758 3.537 1.292 1.95 4.243
1.187 352 649: 188% 51/51 [@@:32<00:98, 1.59it/s]

Class Images Instances Box(P R mAPSE  mA
P58-95): 188% 7/7 [@0:03<@80:08, 1.79it/s]
all Z1e 2666 B, 98568 8.177 @.8311

a.8209

Epoch GPU_mem box_om cls_om dfl_om box_oo cls_oo

dfl_oo Instances size
2/25 3.386 1.732 2.898 1.281 1.988 2.981
1.175 83 648 100% 51/51 [00:23¢00:80, 2.22it/s]
Class Images Instances Box(P R mAPSE  mA
P58-05): 188% 7/7 [80:94:80:00, 1.46it/s]
all 218 2666 9.935 2.8315 a.85a%
2.8311
Epoch GPU_mem box_om cls_om dfl_om box_oo cls_oo
dfl_oe Instances Size
3/25 3.57G 1.663 1.579 1.28 1.947 2.676
1.285 11 648: 100% 51/51 [00:22¢00:008, 2.25it/fs]
Class Images Instances Box(P R mAPSE mA
PS8-95): 186% 7/7 [80:02:080:00, 2.38it/s]
all 218 2666 9.711 2.9928 @.8813

a.8417

72



Epoch GPU_mim
dfl_oo  Instances
4/25 3.77G
1.198 141
Class

box_om cls_om dfl_om box_oo

P58-95): 180% 7/7 [09:02¢00:00, 2.42it/s]

all
@.8526

Epoch GPU_mem
dfl_oe Instances
5/25 3.396
1.192 139
Class

P58-95): 186% 7/7 [00:03¢00:08, 2.22it/s]

all
@.857

Epoch GPU_mem
dfl_oo Instances
625 3.316
1.191 244
Class

Size
1.619 1.579 1.264 1.922
Bad: 108% 51/51 [@@:25<8@:08, 2.82it/s]
Images Instances Box (P R
218 2666 a.715 a.182
box_om cls_om dfl_om box_oo
Size
1.551 1.524 1.246 1.86
G49: 108% 51/51 [@@:22<89:08, 2.28it/s]
Images Instances Box(P R
218 2666 8.56 .12
box_om cls om dfl_om box_oo
Size
1.54 1.481 1.236 1,857
G49: 100% 51/51 [ee:23<e@:08, 2.17it/s]
Images Instances Box{P i3

P58-95): 186X 7/7 [69:02:080:00, 2.61it/s]

all
&.06

Epoch GPU_mem
dfl_oo  Instances
7425 3.536
1.177 229
Class

21B 2666 8. 565 a.122

box_om cls_om dfl_om box_oo

P5E-95): 180% 7/7 [ea:04<00:00, 1.50it/s]

all
a.872%

Epoch GPU_mem
dfl_oo  Instances
8/25 3.376
1.17 223
Class

Size
1.527 1.19 1.223 1.B55
649: 100% 51/51 [@@:22<00:08, 2.23it/s]
Images Instances Box{P R
218 2666 a.594 @,149
box_om cls_om dfl_om box_oo
Size
1.474 1.368 1.213 1.818
ade: 100k 51/51 [ee:21coB:00, 2.34it/s]
Images Instances Box(P R

P3A-05): 190% 7/7 [90:03:00:00, 2.27it/s]

all
@.8697

Epoch GPU_mem
dfl_oo Instances
9f25 328G
1,159 333
Class

218 2666 8.596 8.119

box_om cls_om dfl_om box_oo
Size

PSA-95): 100% 7/7 [00:03¢00:00, 1.92it/s]

all
. 868

Epoch GPU_mem
dfl_oo Instances
18/25 3.37G
1,169 256
Class

PSE-95): 100% 7/7 [00:82:00:08, 2.52it/s]

all
8,875

Epoch GPU_mem
dfl_oo Instances

11/25 3.59G
1.166 214

1.484 1.322 1.199 1.829
648: 188% 51751 [0@:24<89:08, 2.86it/s)
Images Instances Box(P R
218 2666 2. 687 8,149
box_om cls_om dfl_om box_oo
Size
1.457 1.3@2 1.284 1.788
G48: 188X 51751 [e@:22<89:08, 2,29it/s]
Images Instances Box (P R
218 2666 a.647 a.14
box_om cls_om dfl_om box_oo
Size
1.451 1.273 1.192 1.889

64@: 180% 51/51 [@9:23«00:00. 2.17it/s]

cls_oo
2.491
mAPSE

B.es7

cls_oo
2.419
mAPSE

@.184

cls oo

2.283

cls_ oo
2.132
mAPSE

9.129

cls_oo
2.077
MAPSE

B.123

cls_oo
1.976
MARSE

2.124

cls_oo
1.931
MARSE

.131

cls_oo

1.879
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Class Images Instances Box(P R mAFSE  ma
P58-05): 1900% 7/7 [09:02:00:00, 2.63it/s]
all 218 2666 3.613 28.15 2.141
a.8814
Epach GPU_mem box_om cls_om dfl_om box_oo cls_oo
dfl_oo Instances size
12/25 3.76 1.43 1.232 1.176 1.771 1.795
1.148 202 648: 188% 51/51 [00:21<00:08, 2.35it/s]
Class Images Instances Box(P R mMAPSE  mA
P58-95): 198% 7/7 [@9:03<09:08, 2.27it/s]
all 218 2666 a.611 8.177 B.145%
@.8799
Epach GPU_mem box_om cls_om dfl_om box_oo cls_oo
dfl_oe Instances Size
13/25 3.296 1.434 1.242 1.18 1.767 1.822
1.153 142 648: 100% 51/51 [ee@:22c@@:08, 2.24it/s)
Class Images Instances Box(P R mAPSE  mA
P58-95): 180% 7/7 [00:02:00:80, 2.45it/s]
all 218 2666 B.631 8.151 B.144
8.885

Epoch GPU_mem box_om cls_om dfl_om box_oo cls_oo
dfl_oo Instances Size

14/25 3.426 1.392 1.177 1.156 1.743 1.717
1.132 287 648: 1ee% 51/51 [e@:2l«88:88, 2.33it/s]
Class Images Instances Box(P R mAPSE  mA
PS@-95): 188% 7/7 [80:04<080:080, 1.75it/s]
all 218 2666 8.597 8.164 @8.142
a.8816
Epoch GPU_mem box_om cls_om dfl_om box_oo cls oo
dfl_oo Instances size
15725 3.5406 1.394 1.168 1.15 1.759 1.782
1.13 167 648: 188% 51/51 [08:22<00:80, 2.25it/s]
Class Images Instances Box(P R maAPSE  mA
P58-95): 198X 7/7 [8a:e2:00:88, 2.55it/s]
all 218 2666 9.585 8,168 8.139
é.6821

Closing dataloader mosaic
Susr/localflib/python3.18/dist-packages/albumentations/core/composition.py:161: U
seriarning: Got processor for bboxes, but no transform to process it.
self._set_keys()
albumentations: Blur{p=2.81, blur_limit={3, 7}), HedianBlur{p=0.81, blur_limits
(3, 7)), ToGray(p=8.91), CLAME{p=8.81, clip_limit=(1, 4.8), tile_prid size=(8,
&})
Suse/lib/python3, 18/multiprocessing/popen_fork,py:66: RuntimeWarning: os.fork{) w
as called. os.fork{) is incompatible with multithreaded code, and JAX is multithr
eaded, s0 this will likely lead to a deadlock.
self.pid = os.fork(]

Epoch GPU_mem box_om cls_om dfl_om box_oo cls oo
dfl_oco Instances size
1625 3.566 1.489 1.16 1.159 1.748 1.784
1.141 178 649: 190% 51/51 [@9:27:80:08, 1.85it/s]
Class Images Instances Box(P R mARGE  ma
P58-95): 188% 7/7 [ed:82:09:08, 2.34it/s]
all 218 2666 8.6081 8.16 8.14
a.8774
Epoch GPU_mem box_om cls_om dfl_om box_oo cls_oo
dfl_oo Instances size
17/25 3.14G 1.389 1.13 1.159 1.711 1.664
1.14 134 648: 100% 51/51 [00:20<00:00, 2.52it/s]
Class Images Instances Box(P R mAPSE  mA

P56-95): 108% 7/7 [09:02:00:88, 2.73it/s]
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all 218 2666 a.624 @.174
@.8968

Epoch GPU_mem box_om cls_om dfl_om box_oo
dfl_oo Instances size

18/25 3.156 1.362 1.082 1.137 1.684
1.119 154 648: 188% 51751 [@@:21<00:88, 2.37itSs]
Class Images Instances Box(P R
P58-95): 100% 7/7 [@9:03¢00:00, 1.77it/s]
all 218 2666 B.61 a.16
@.9542

Epoch GPU_mem box_om cls_om dfl_om box_oo
dfl_oo Instances Size

19/25 3.14G 1. 365 1.878 1.14 1.666
1.125 176 648: 188% 51751 [@@:19«8@:88, 2.55it/s]
Class Images Instances Box(P R
P58-95): 18@% 7,/7 [@0:02¢00:00, 2.56it/s]
all 218 2666 a.645 B.169
9. 1ed
Epoch GPU_mem box_om cls_om dfl_om box_oo
dfl_oco Instances Size
28,25 3.16G 1.346 1.835 1.13 1.672
1.12 194 648 109% 51/51 [98:21<08:088, 2.32it/s5]
Class Images Instances Box(P R
P58-95): 188% 7/7 [89:03<00:00, 1.79it/s]
all 218 2666 B. 668 8.191
a.11
Epoch GPU_mem box_om cls_om dfl_om box_oo
dfl_ oo Instances size
21425 3,146 1.329 1.82 1.114 1.658
1.184 167 G40: 108% 51/51 [00:28¢00:08, 2.44it/s]
Class Images Instances Box(P R
PS8-95): 18e% 7/7 [8@:82:p2:08, 2.58it/s]
all 218 2666 B.668 &, 184
a.187

Epoch GPU_mem box_om cls_om dfl_om box_oo
dfl_oo Instances Size

22/25 3.166 1.21%9 1 1.11% 1.641
1.187 142 64@: 188% 51/51 [8d:28«80:98, 2.48it/s)
Class Images Instances Box(P R
PS0-95): 108% 7/7 [e9:02<00:08, 2.35it/s]
all 218 2666 a.659 8.19

@.117

Epoch GPU_mem box_om cls_om dfl_om box_oo
dfl_oo  Instances Size

2325 3.17G 1.391 @.9793 1.168 1.628
1.1 166 640 100% 51/51 [@@:21<00:08, 2.33it/s]
Class Images Instances Box(P R
P58-95): 180% 7/7 [ef:93<00:0@, 2.23it/s]
all 218 2666 B.642 o, 287
8,112
Epoch GPU_mem box_om cls_om dfl_om box_oo
dfl_oo Instances Size
24/25 3,886 1.294 B.9683 1.182 1.613
1.1 178 648: 180% 51/51 [80:20:80:08, 2.47it/fs)
Class Images Instances Box(P R
P59-95): 100X 7/7 [09:02¢00:00, 2.80it/s]
all 218 2666 B.659 o, 282
8,118

Epoch GPU_mem box_om cls_om dfl_om box_oo

8.161

cls_oo
1.583
mAPSE

8.164

cls_oo
1.537
mARS2

B.188

cls oo
1.518

mAPLE

cls_oo
1.483
mARGE

8.283

cls_oo
1.468
AR5 B

B.282

cls_oo
1.433
mAPSE

B.193

cls_oo
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dfl_oo Instances Size
25725 3.1G 1.277 8.9493 1.89 1.597
1.891 174 64@: 100% 51/51 [00:20:00:08, 2.48it/s]
Class Images Instances Box(P R
P5A-95): 100% 7/7 [00:04<00:008, 1.64it/s]
all 218 2665 9.672 9,196
é.116

25 epochs completed in ©.1%94 hours,
Optimizer stripped from rums/detect/train3/weights/last.pt, 5.8M8
Optimizer stripped from runs/detect/traind/welghts/best.pt, 5.83MB

Validating runs/detect/train3/weights/best.pt...

1.437

mAPSE  mA

@.197

Ultralytics ¥OLOVE.1.34 & Python-3.18.12 torch-2.3.1+cul2l CUDA:® (Tesla T4, 15

mAPSE  mA

B.283

<]

©.288

B.655

&.187

8.171

.23

192MiB)
YOLOvidn summary (fused): 285 layers, 2687146 parameters, 0 gradients, 8.2 GFLOPs
Class Images Instances Box(P R
P58-95): 186X 7/7 [8d:89<08:88, 1.31s/it]
all 21E 2666 B.658 @.192
a.117
bike 218 25 1 [:]
@
bus 21E 48 @.418 a.275
a.2e1
car 218 2888 8.603 8.631
@, 395
motor 18 16 1 @
a.8249
persan 218 368 .31 @.198
@.8692
rider 218 19 1 @
]
truck 218 124 @.288 a.242
a.128

Speed: @.2ms preprocess, 5.6ms inference, @.9ms loss, @.@ms postprocess per image

Results saved to runs/detect/train3
¢ Learn more at https://docs.ultralytics.com/modes/train

115 {HOME}/runs/detect/train/

args.yaml weights

Training Results

fros IPython.display import Isage

Confusion Matrix

%cd {HOME}

Image(filename=f"'fcontent/runs/detect/traind/confusion_matrix.png', width=1808)
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Image(filename=f'/content/runs/detect/train3/results.png’, width=1280)
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In [2(\}1 %cd ("me}
Image(filename=f'/content/runs/detect/train3/F1_curve.png', width=1008)
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%cd {HOME}
Image(filename=f'/content/runs/detect/train3/PR_curve.png', width=1008)
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Precision-Recall Curve
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%cd {HOME}
Image(filenames=f'/content/runs/detect/train3/P_curve.png', width=1000)
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- Precision-Confidence Curve

os




